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Abstract

Deep convolutional neural networks (CNNs) have achieved superior performance
in many visual recognition application, such as image classification, detection and
segmentation. In this thesis we address two limitations of CNNs. Training deep
CNNs requires huge amounts of labeled data, which is expensive and labor intensive
to collect. Another limitation is that training CNNs in a continual learning setting is
still an open research question. Catastrophic forgetting is very likely when adapting
trained models to new environments or new tasks. Therefore, in this thesis, we aim
to improve CNNs for applications with limited data and to adapt CNNs continually
to new tasks.

Self-supervised learning leverages unlabelled data by introducing an auxiliary
task for which data is abundantly available. In the first part of the thesis, we show
how rankings can be used as a proxy self-supervised task for regression problems.
Then we propose an efficient backpropagation technique for Siamese networks
which prevents the redundant computation introduced by the multi-branch net-
work architecture. In addition, we show that measuring network uncertainty on
the self-supervised proxy task is a good measure of informativeness of unlabeled
data. This can be used to drive an algorithm for active learning. We then apply
our framework on two regression problems: Image Quality Assessment (IQA) and
Crowd Counting. For both, we show how to automatically generate ranked image
sets from unlabeled data. Our results show that networks trained to regress to the
ground truth targets for labeled data and to simultaneously learn to rank unlabeled
data obtain significantly better, state-of-the-art results. We further show that active
learning using rankings can reduce labeling effort by up to 50% for both IQA and
crowd counting.

In the second part of the thesis, we propose two approaches to avoiding catas-
trophic forgetting in sequential task learning scenarios. The first approach is derived
from Elastic Weight Consolidation, which uses a diagonal Fisher Information Matrix
(FIM) to measure the importance of the parameters of the network. However the
diagonal assumption is unrealistic. Therefore, we approximately diagonalize the
FIM using a set of factorized rotation parameters. This leads to significantly better
performance on continual learning of sequential tasks. For the second approach,
we show that forgetting manifests differently at different layers in the network and
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propose a hybrid approach where distillation is used in the feature extractor and
replay in the classifier via feature generation. Our method addresses the limitations
of generative image replay and probability distillation (i.e. learning without forget-
ting) and can naturally aggregate new tasks in a single, well-calibrated classifier.
Experiments confirm that our proposed approach outperforms the baselines and
some start-of-the-art methods.

Key words: visual recognition, self-supervised learning, learning from rankings,
image quality assessment, crowd counting, continual learning

iv



Resumen

Las redes neuronales convolucionales profundas (CNNS) han alcanzado resultados
muy positivos en diferentes aplicaciones de reconocimiento visual, tales como
clasificación, detección o segmentación de imágenes. En esta tesis, abordamos dos
limitaciones de las CNNs. La primera, entrenar CNNs profundas requiere grandes
cantidades de datos etiquetados, los cuales son muy costosos y arduos de conseguir.
La segunda es que entrenar en sistemas de aprendizaje continuo es un problema
abierto para la investigación. El olvido catastrófico en redes es muy común cuando
se adapta un modelo entrenado a nuevos entornos o nuevas tareas. Por lo tanto, en
esta tesis, tenemos como objetivo mejorar las CNNs para aplicaciones con datos
limitados y adaptarlas de forma continua a nuevas tareas.

El aprendizaje auto-supervisado compensa la falta de datos etiquetados con la
introducción de tareas auxiliares en las cuales los datos están fácilmente disponibles.
En la primera parte de la tesis, mostramos cómo los ránquings se pueden utilizar
de forma parecida a una tarea auto-supervisada para los problemas de regresión.
Después, proponemos una técnica de propagación hacia atrás eficiente para redes
siamesas que previene el computo redundante introducido por las arquitecturas de
red multi-rama. Además, demostramos que medir la incertidumbre de las redes en
las tareas parecidas a las auto-supervisadas, es una buena medida de la cantidad
de información que contienen los datos no etiquetados. Dicha medida puede ser
entonces usada para la ejecución de algoritmos de aprendizaje activo. Estos marcos
que proponemos los aplicamos entonces a dos problemas de regresión: Evaluación
de Calidad de Imagen (IQA) y el contador de personas. En los dos casos, mostramos
cómo generar de forma automática grupos de imágenes ranqueadas para los datos
no etiquetados. Nuestros resultados muestran que las redes entrenadas para la
regresión de las anotaciones de los datos etiquetados, a la vez que para aprender
a ordenar los ránquings de los datos no etiquetados, obtienen resultados signifi-
cativamente mejores al estado del arte. También demostramos que el aprendizaje
activo utilizando ránquings puede reducir la cantidad de etiquetado en un 50%
para ambas tareas de IQA y contador de personas.
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En la segunda parte de la tesis, proponemos dos métodos para evitar el olvido
catastrófico en escenarios de aprendizaje secuencial de tareas. El primer método
deriva del de Consolidación Elástica de Pesos, el cuál utiliza la diagonal de la Matriz
de Información de Fisher (FIM) para medir la importancia de los pesos de la red. No
obstante, la aproximación asumida no es realista. Por lo tanto, diagonalizamos la
aproximación de la FIM utilizando un grupo de parámetros de rotación factorizada
proporcionando una mejora significativa en el rendimiento de tareas secuenciales
para el caso del aprendizaje continuo. Para el segundo método, demostramos que
el olvido se manifiesta de forma diferente en cada capa de la red y proponemos un
método híbrido donde la destilación se utiliza para el extractor de características y
la rememoración en el clasificador mediante generación de características. Nuestro
método soluciona la limitación de la rememoración mediante generación de imáge-
nes y la destilación de probabilidades (como la utilizada en el método Aprendizaje
Sin Olvido), y puede añadir de forma natural nuevas tareas en un único clasificador
bien calibrado. Los experimentos confirman que el método propuesto sobrepasa
las métricas de referencia y parte del estado del arte.

Palabras clave: reconocimiento visual, aprendizaje auto-supervisado, aprendi-
zaje mediante ránquings, evaluación de calidad de imagen, contador de personas,
aprendizaje continuo
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Resum

Les xarxes neuronals convolucionals profundes (CNNs) han assolit resultats molt
positius en diverses aplicacions de reconeixement visual, tals com classificació,
detecció o segmentació d’imatges. En aquesta tesis, abordem dues limitacions
de les CNNs. La primera, entrenar CNNs profundes requereix grans quantitats de
dades etiquetades, les quals són molt costoses i àrdues d’aconseguir. La segona
és que entrenar CNNs en sistemes d’aprenentatge continuu és un problema obert
per a la recerca. L’oblit catastròfic en xarxes és molt comú quan s’adapta un model
entrenat a nous entorns o noves tasques. Per tant, en aquesta tesis, tenim com a
objectiu millorar les CNNs per a les aplicacions amb dades limitades i adaptar-les
de forma contínua en noves tasques.

L’aprenentatge auto-supervisat compensa la falta de dades etiquetades amb
la introducció de tasques auxiliars en les quals les dades estan fàcilment disponi-
bles. En la primera part de la tesis, mostrem com els rànquings es poden utilitzar
de forma semblant a una tasca auto-supervisada per a problemes de regressió.
Després, proposem una tècnica de propagació cap endarrera eficient per a xar-
xes siameses que prevenen el còmput redundant introduït per les arquitectures
de xarxa multi-branca. A més a més, demostrem que mesurar la incertesa de les
xarxes en les tasques semblants a les auto-supervisades és una bona mesura de la
quantitat d’informació que contenen les dades no etiquetades. Aquesta mesura
pot ser, aleshores, utilitzada per a l’execució de algoritmes d’aprenentatge actiu.
Aquests marcs que proposem els apliquem doncs a dos problemes de regressió:
Avaluació de la Qualitat d’Imatge (IQA) i el comptador de persones. En els dos casos,
mostrem com generar de forma automàtica grups d’imatges ranquejades per a les
dades no etiquetades. Els nostres resultats mostren que les xarxes entrenades per a
la regressió de les anotacions de les dades etiquetades a la vegada que per aprendre
a ordenar els rànquings de les dades no etiquetades, obtenen significativament
millors resultats que superen l’estat de l’art. També demostrem que l’aprenentat-
ge actiu utilitzant rànquings pot reduir la quantitat d’etiquetatge en un 50% per
ambdues tasques de IQA i comptador de persones.

A la segona part de la tesis, proposem dos mètodes per a evitar l’oblit catastrò-
fic en escenaris d’aprenentatge seqüencial de tasques. El primer mètode deriva
del de Consolidació Elàstica de Pesos, el qual utilitza la diagonal de la Matriu
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d’Informació de Fisher (FIM) per a mesurar la importància dels paràmetres de la
xarxa. No obstant, l’aproximació assumida no és realista. Per tant, diagonalitzem
aproximadament la FIM utilitzant un grup de paràmetres de rotació factoritzada
proporcionant una millora significativa del rendiment de tasques seqüencials en
el cas de l’aprenentatge continu. Per al segon mètode, demostrem que l’oblit es
manifesta de forma diferent en cada capa de la xarxa i proposem un mètode híbrid
on la destil·lació s’utilitza per a l’extractor de característiques i la rememoració en el
classificador mitjançant generació de característiques. El nostre mètode soluciona
la limitació de la rememoració mitjançant la generació d’imatges i la destil·lació de
probabilitats (com l’utilitzat en el mètode Aprenentatge Sense Oblit), i pot afegir de
forma natural noves tasques en un únic classificador ben calibrat. Els experiments
confirmen que el mètode proposat sobrepassa les mètriques de referència i part de
l’estat de l’art.

Paraules clau: reconeixement visual, aprenentatge auto-supervisat, aprenentat-
ge per rànquings, avaluació de qualitat d’imatge, contador de persones, aprenentatge
continu
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1 Introduction

Visual recognition is one of the basic skills which humans acquire early in life. We
are capable of perceiving the physical properties of objects such as color, shape and
texture. Furthermore, we can also associate semantic meanings to different visual
objects like apples, an elephant, or a building. In this process, we understand how
to distinguish different objects, how different objects relate to others, and what is
their usage [27]. Regardless of location, illumination, occlusion, or perspective of
an object, humans are able to recognize them with very high accuracy.

Computer vision aims at understanding visual objects in digital images or videos
like human beings understand them [44]. Especially in this Era of Internet, images
and videos are everywhere in our daily lives. Equipped with computer vision sys-
tems, intelligent machines are becoming smarter and smarter. For examples, cars
are capable of driving themselves like cars driven by humans. Amazon Go is a new
kind of store with no checkout required. It automatically detects when products are
taken from or returned to the shelves and keeps track of them in a virtual cart. When
you’re done shopping, you can just leave the store, which makes our life easier.

Although impressive advances in computer vision have been made in recent
years, machines are still far behind human beings in many visual recognition tasks.
It is remarkable that we can recognize unknown objects after only seeing them a
few times, while computer vision systems require a massive amount of images of
the same object to acquire them. Humans learn and update knowledge throughout
their entire life, but machines suffer from catastrophic forgetting of old knowledge
during learning. Moreover, there is a myriad of complex tasks which are impossible
for machines to perform. Computer vision systems still have a long way to go before
closing the gap between themselves and human vision.

1.1 Self-supervised learning

The performance of deep convolutional neural networks [63] (CNNs) has been im-
proved significantly in recent years due to the development of Graphics Processing
Units (GPUs) and massive amounts of labelled training data. A variety of networks
including AlexNet [58], VGG [135], GoogLeNet [141], ResNet [39] and DenseNet [43],
as well as large scale datsets such as ImageNet [22] and OpenImage [59] have been
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Figure 1.1 – The general pipeline of self-supervised learning. The network is first
trained on unlabeled data using some predefined pretext task. No human anno-
tations are required to generate the ground truth for this predefined pretext task.
Then, the learned model can be transferred to other downstream tasks with limited
amounts of annotated data. The weights of the network are used to initialize the
network for downstream supervised tasks.

proposed to advance many computer vision tasks. However, collecting and an-
notating large scale datasets is time consuming and labor intensive. This is one
of the main reasons that pre-trained ImageNet models are often used as a starting
point for learning other computer vision tasks with relatively small amounts of
annotated data. Self-supervised learning is an alternative way to learn meaningful
representations without any labels.

1.1.1 General self-supervised learning

Self-supervised learning aims to learn useful representations from images or videos
without using any human annotations. It can be beneficial for other computer
vision tasks even without models pre-trained on massive labeled datasets like
ImageNet. To learn from unlabeled data, the basic idea of self-supervised learning
is to solve some predefined pretext task, where the labels of these pretext tasks are
obtainable for free (as shown in Figure 1.1). Some examples of pretext tasks for self-
supervision include: image colorization [164], image inpainting [107], image jigsaw
puzzle [98] solving, context prediction [26], image rotation [33], and learning to
count [99]. Once representations are learned through the self-supervised learning
for the pretext task, the learned knowledge can be transferred to downstream tasks

2
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Figure 1.2 – Example input grayscale images and output colorizations from [164].
In order to accurately colorize grayscale images, the network must implicitly learn
image semantics useful for many downstream tasks.

(for more details see [21, 49]).
Image colorization [164] is a generation-based method for self-supervision

– which are the most straightforward of self-supervised techniques. Given any
RGB image, grayscale image is trivial to compute. Thus, the inverse problem of
converting from grayscale to color image requires no human annotation. This is
clearly also an under-constrained problem (as illustrated in Figure 1.2). Learning
to colorize with a million color images forces networks to implicitly understand
image semantics. Following this line of work, super resolution [65] and image
inpainting [107] can also be used to define generation-based pretext tasks for self-
supervised learning. Another line of work is based on context understanding:
given a large, unlabeled image collection, random pairs of patches from images
are extracted and networks are trained to predict the position of the second patch
relative to the first [26]. As we can see from Figure 1.3, to predict relative position, the
network must understand how objects or images are arranged. Moreover, learning
from self-constrained sources is another way of self-supervised learning. These
include videos [142], multi-modal sources like RGB and depth [86], images and
texts [34, 106] or visual and audio correspondence [4].

Typical Downstream tasks for self-supervised learning include object classifi-
cation, detection, and semantic segmentation on the PASCAL VOC dataset [28],
and object classification on ImageNet [22] and Places [166]. For the ImageNet and
Places datasets, after training on self-supervised pretext tasks, a linear classifier is
trained on top of frozen convolutional layers using the training split of the respective
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Figure 1.3 – The algorithm receives two patches in one of these eight possible spatial
arrangements, without any context, and must then classify which configuration
was sampled [26].

datasets. The classification performance on the two datasets are used to evaluate
the quality of the learned features. Learning with supervised labels end-to-end is
seen as upper bound of self-supervised learning. For detection and segmentation
on PASCAL VOC, the pre-trained models from self-supervised learning methods are
finetuned on the training set of PASCAL VOC and tested on the validation set.

Because of the effectiveness of self-supervised learning, it has been applied to
other tasks as well. For instance, self-supervision can encourage the discriminator
of Generative Adversarial Networks (GANs) to learn meaningful feature representa-
tions, which in turn improves the quality of the generated images [16]. BERT [24]
is designed to pre-train deep bidirectional representations from unlabeled text by
jointly conditioning on both left and right context in all layers. As a result, the pre-
trained BERT model can be finetuned with just one additional output layer to create
state-of-the-art models for a wide range of tasks, such as question answering and
language inference, without substantial task-specific architecture modifications.
Moreover, self-supervised learning has been successfully applied to problems in
robotics like navigation [37], grasping [108], and imitation learning [122]. In this
thesis, instead of learning general image representations, we focus on some specific
applications, where relatively few annotations are available.
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1.1.2 Learning from rankings

Rankings are generally used in information retrieval [74]. For instance, image
retrieval is a computer vision system for browsing, searching, and retrieving images
from a large database of digital images. As the results of image retrieval, a list
of items are returned in order based on some similarity criterion, which could
be content, color, shape or semantic meaning. However, rankings are actually
everywhere in our daily life. For instance, without even thinking about rankings, it
is not uncommon to compare who is taller in the class when we were young, which
food is better when we eat, and what kind of shoes is more suitable for hiking.

Rankings have not been explored for self-supervised learning. It can be a good
signal for self-supervision since there is no need for absolute measures, only relative
measures between pairs of inputs is enough. Considering the examples mentioned
before, when we compare the heights of different children, it is easy to arrive at the
correct answer without asking for exact values – we can just ask them to stand next
to each other on level ground. When we compare which food is better, we even have
no idea how to measure what specific flavors make us preferable to one of them. In
our work, we use learning from rankings as self-supervision task. We show several
applications for which ranked sets can be generated without any human labelling.

1.2 Continual learning

In recent years, deep CNNs have achieved significant improvement on various
computer vision tasks. The performance of some tasks (like classification on Im-
ageNet and playing Go) even surpasses that of humans. However, most models
are trained on a specific task and tested on the same one. The generalization of
these models is often unsatisfying when applying them in new environments. For
humans, the ability to learn new knowledge throughout our entire lifetime is taken
for granted, while for deep models learning and integrating new knowledge without
catastrophic forgetting are difficult to achieve.

Continual learning considers a series of tasks, where artificial neural networks
are learned in sequence [18] (illustrated in in Figure 1.4). Normally, catastrophic
forgetting of old knowledge happens when adapting to a new task [29]. Most re-
searchers focus on catastrophic forgetting in classification problems, as we do in this
thesis, however there are works on other tasks as well such as object detection [132]
and few-shot learning [32].

Continual learning methods can be roughly divided into three categories: regu-
larization based approaches, rehearsal-based approaches, and dynamic architec-
ture approaches [103]. Regularization approaches alleviate catastrophic forgetting
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ConvNet
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ConvNet ConvNet

Data 1

Data 2

…

Data 3

Figure 1.4 – Continual learning. Data comes in sequence and the ConvNet is trained
starting from a previous model and is updated with new data. Without any con-
straints, it suffers from catastrophic forgetting of previous knowledge when updat-
ing to new tasks.

by imposing constraints on updating the neural weights. Rehearsal approaches
mitigate catastrophic forgetting by keeping samples from previous tasks (called
exemplars) or replaying synthetic samples using generative models. Dynamic ar-
chitecture approaches avoid catastrophic forgetting by dynamically changing the
architectural properties when learning a new task, which results in less interference
between tasks. In this thesis, we have explored a regularization-based approach and
a rehearsal-based approach to mitigate catastrophic forgetting in continual learning
of object classification tasks.

1.2.1 Regularization-based continual learning

Regularization-based continual learning proposes to include an extra regulariza-
tion term in the loss function. Knowledge distillation [41] was used to compress
networks for fast inference by distilling knowledge from a large network to a small
one. The Learning withoug Forgetting (LwF) [71] approach first applied knowledge
distillation to continual learning. The idea is mimic the outputs of previous models
given the data of new task. Following this line of work, Rannen et al. [113] proposed
to train an encoder to capture the crucial features of each task, and then to prevent
the reconstructions of the features with these autoencoders from changing. The
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Figure 1.5 – Attention distillation applied to continual learning [25]. Conventional
knowledge distillation is about what is distilled, while attention distillation is more
about why it is distilled.

Learning without Memorizing (LwM) [25] approach instead includes an informa-
tion preserving penalty with attention distillation to overcome forgetting (shown in
Figure 1.5).

An additional regularization term could function on the parameters of networks
instead of network activations. To avoid forgetting, a straightforward method is
to prevent the current network moving away from previous models, normally L2

distance is used (shown in Figure 1.6). However, this treats each parameter the same.
Elastic Weight Consolidation (EWC) [55] was the first approach to penalize parame-
ters with different weights by considering the importance of each one. Following
the sequential Bayesian framework for neural networks [85], the posterior proba-
bility must contain information about which parameters are important. However,
computing the true posterior probability is intractable. Following the work on the
Laplace approximation [85], EWC approximates the posterior as a Gaussian distri-
bution with mean given by the parameters of the network and a diagonal precision
given by the diagonal of the Fisher Information Matrix (FIM). The FIM is equivalent
to the second order derivative of the loss and is assumed to be diagonal in practice
in the Laplace approximation – which might be an unrealistic assumption.

Synaptic intelligence (SI) [159] estimates the importance of weights in an online
manner and takes into account all previous tasks by accumulating the parameter
specific contribution to changes in the total loss. RWalk [14] combines SI and an on-
line version of EWC with a theoretically grounded KL-divergence based perspective.
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Figure 1.6 – EWC [55] ensures task A is remembered whilst training on task B. Using
L2 norm or without any penalty would result in catastrophic forgetting.

Incremental moment matching (IMM) [67] estimates Gaussian posteriors for each
task. Mean-IMM simply averages the parameters of two neural networks, whereas
mode-IMM tries to find a maximum of the mixture of Gaussian posteriors. In stead
of calculating the gradients of the loss function, MAS [1] obtains the gradients of
the squared L2 norm of the network outputs. Therefore importance of parameters
can be measured in unsupervised setting. In this thesis, we propose to find a repa-
rameterization of the network parameter space for which the FIM is approximately
diagonal.

1.2.2 Rehearsal-based continual learning

Rehearsal-based continual learning can be briefly divided into three categories in
terms of the source of samples: real exemplars from previous tasks, synthetically
generated images from previous tasks, and synthetically generate features from pre-
vious tasks. iCaRL [114] was the first rehearsal-based method. It keeps exemplars
from previous tasks such that the mean of features for each class is approximately
close to the mean of the entire dataset. In addition, knowledge distillation is used
to maintain similar outputs of the previous and current models. Gradient Episodic
Memory (GEM) [80] keeps exemplars to focus on minimizing negative backward
transfer (catastrophic forgetting) by solving a constrained optimization problem.
RWalk [14] compares different ways of keeping exemplars. One drawback of keeping
exemplars is the limitation of scalability with increasing number of tasks. VCL [97]
fuses online variational inference and recent advances in Monte Carlo variational
inference for neural networks with coresets from previous tasks. VCL can success-
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Figure 1.7 – Bias correction in continual learning [151]. Since the number of ex-
emplars from previous tasks is small, they have narrow distributions in the feature
space. This causes the learned classifier to prefer new classes over old ones.

fully train both deep discriminative models and deep generative models. Another
drawback is the imbalance of training set in continual learning with a fixed memory
size. End-to-End Incremental Learning (EEIL) [12] keeps all classifiers at each incre-
mental step and uses them to perform knowledge distillation. Balanced fine-tuning
is used to further alleviate the imbalance problem. The authors of [151] found
that the last fully connected layer has a strong bias towards the new classes due
to the unbalanced training set (shown in Figure 1.7). Therefore, they proposed
correcting the bias using a linear model. Similarly, the authors of [42] learned a
unified classifier for previous and current tasks combined.

Due to the privacy issues, storing exemplars might not be always allowed. Gener-
ative models have achieved huge progress in generating realistic and diverse images.
Deep Generative Replay (DGR) [131] was the first method to apply Generative Ad-
versarial Networks (GANs) to continual learning by incorporating synthetic images
from previous tasks. DGR trains an extra classifier to assign ground truth of each
synthetic sample. Instead, the Memory Replay GAN (MeRGAN) [150] uses condi-
tional GANs to explicitly generate samples for each class given one-hot conditioning
vector. The authors of [101] evaluated two variants of neural masking applied to
layer activations and to connection weights directly. Furthermore, a dynamic net-
work expansion mechanism was proposed to ensure sufficient model capacity to
accommodate for continually incoming tasks. LifelongGAN [160] extended condi-
tioning from one-hot vectors to images. The drawback of these methods applied to
continual learning is that the generative models can be very large and complex to
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learn, and the quality of generative samples are limited by the ability of GANs.
For feature generation, FearNet [54] learns an encoder and a decoder for features

extracted from a pre-trained model. The mean and covariance are computed
from low dimensional features and used to replay during continual learning. The
drawback of FearNet is that features have to be fixed from pre-trained model. It
prevents the model from learning new and better representations for new tasks.
Otherwise, the features could drift away from previous tasks, which makes feature
replay meaningless and results in catastrophic forgetting as well. In this thesis, we
propose to combine the power of GANs and knowledge distillation to eliminate the
drawbacks of generative replay methods.

1.3 Objectives and approach

In this thesis, in Part 1 we aim to improve networks trained on small domains with
self-supervised learning from rankings. Then, in Part 2 we aim to update networks
for new domains without catastrophic forgetting.

1.3.1 Self-supervised learning from rankings

The above discussion we motivates our approach to self-supervised learning from
rankings. We first expound the theory of self-supervision from rankings, and then
apply this theory to two specific applications.

Theory of self-supervised learning from rankings. Learning-to-rank has been
used in many information retrieval systems. However, in this work our main objec-
tive is not learning to rank, but rather to use rankings as self-supervision to reduce
overfitting on tasks with limited amounts of labeled data.

In Chapter 2, we show that rankings can be used for a self-supervised task to
address the shortage of labeled data for small domains. Instead of using a traditional
pair-wise loss function, we propose a fast Siamese backpropagation algorithm that
avoids redundant computations. Furthermore, we show that the ranking task can
be exploited as a selection function for active learning that chooses which images
should be annotated.

Applications of self-supervised learning from rankings. As we discuss above,
most self-supervised learning methods are evaluated on classification, detection
and segmentation problems. Improved representations should provide better un-
derstanding of classes and objects. In this thesis, we use rankings as a proxy task
designed for a specific downstream objective instead of learning general represen-
tations. The final objective is a super-task of the proxy ranking tasks.

In Chapter 3, we apply self-supervised learning from rankings to two different
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regression problems: Image Quality Assessment (IQA) and dense crowd counting.
They are both regression problems and available datasets are relatively small –
largely due to the high annotation cost associated with these tasks. We have investi-
gated two different ways of integrating the ranking proxy task and the main task.
The first approach is to learn first on rankings and then to do finetuning on the main
task. The second approach is to jointly learn both ranking and main tasks with a
multi-task loss. Our approaches obtain state-of-the-art results on both applications.

1.3.2 Continual learning

Based on the analysis of related work on continual learning, we investigate two
methods:

Rotated Elastic Weight Consolidation for Less Catastrophic Forgetting. Several
methods use the Fisher Information Matrix (FIM) to approximate the importance of
weights in the network for consolidation. However, they assume the covariance ma-
trix of the posterior is diagonal and there are no correlations between the neurons.
In Chapter 4, we propose a technique for network reparameterization that approxi-
mately diagonalizes the Fisher Information Matrix of the network parameters. This
reparameterization takes the form of a factorized rotation of parameter space which,
when used in conjunction with Elastic Weight Consolidation (which assumes a di-
agonal Fisher Information Matrix), leads to significantly better performance on
lifelong learning of sequential tasks.

Generative Feature Replay For Task-agnostic Continual Learning. As we dis-
cussed in the previous section, keeping exemplars is not scalable to a large number
of tasks and results in imbalance between new and old classes. Generating syn-
thetic images with GANs is possible, but complex, and it is difficult to generate
high-resolution and realistic images. As an alternative, generating features could be
more feasible for continual learning. However, this suffers from fixed representa-
tions if we keep the feature extractor fixed or representation drift with no access to
low level features if we update feature extractor.

Therefore, in Chapter 5, we propose a hybrid approach where distillation is
used in the feature extractor and replay in the classifier via feature generation.
Our method addresses the limitations of image generative replay and probability
distillation (e.g. learning without forgetting), and can naturally aggregate new tasks
in a single and well calibrated classifier.
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Part ILearning from Rankings

How do we use self-supervision of rankings to benefit for tasks in small domains?





2 Self-supervised Learning to Rank*

2.1 Introduction

Training large deep neural networks requires massive amounts of labeled training
data. This fact hampers their application to domains where training data is scarce
and the process of collecting new datasets is laborious and/or expensive. Recently,
self-supervised learning has received attention because it offers an alternative to
collecting labeled datasets. Self-supervised learning is based on the idea of using an
auxiliary task (different, but related to the original supervised task) for which data is
freely available and no annotation is required. As a consequence, self-supervised
learning can be much more scalable. In [26] the self-supervised task is estimating
the relative location of patches in images. Training on this task allows the network
to learn features discriminative for semantic concepts. Other self-supervised tasks
include generating color images from gray scale images and vice versa [62, 164],
recovering a whole patch from the surrounding pixels by inpainting [107], and
learning from equivalence relations [99].

In this chapter, we investigate the use of ranking as a self-supervised auxiliary
task. In particular we consider regression problems in computer vision for which it
is easy to obtain ranked data automatically from unlabeled data. By ranked data
we mean that we know that for some samples the regression output is known to
be larger (or smaller) than for some others. In these cases the unlabeled data,
converted into ranked subsets of data, can be added in a multi-task sense during
training by minimizing an additional ranking loss. The main advantage of our
approach is that it allows adding large amounts of unlabeled data to the training
dataset, and as a results train better deep neural networks. In addition, we show
that the ranked subsets of images can be exploited to performing active learning by
identifying which images, when labeled, will result in the largest improvement of
performance of the learning algorithm (here a neural network).

In this chapter we study the use of ranking as a self-supervised proxy task to
leverage unlabeled data and improve the training of deep networks for regression
problems. The contributions of this chapter are:

*This chapter is based on a publication in the Journal of Transactions on Pattern Analysis and
Machine Intelligence (TPAMI, 2019) [79].
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Figure 2.1 – Self-supervised learning to rank. Our architecture is based on a shared
CNN backbone (in white) to which we add problem-specific layers (in blue) that
end in an output that solves the primary regression task, and layers (also in blue)
that end in an output that solves a self-supervised ranking task (see Section 2.3).
Self supervision is provided by a pair generation module that is able to generate
pairs with known relative ranks.

• We show that ranking tasks can be used as self-supervised proxy tasks, and
how this can be exploited to leverage unlabeled data for applications suffering
from a shortage of labeled data.

• We propose a method for fast Siamese backpropagation which avoids the
redundant computation common to training multi-branch Siamese network
architectures. Similar observations have been made others [138, 139] concur-
rently with our original work [75].

• We show that the ranking task on unlabeled data can be exploited as an active
learning strategy to determine which images should be labeled to improve
the performance of the network.

This chapter is organized as follows. In the next section we review work from
the literature related to our work. In section 2.3 we describe our general learning to
rank framework for self-supervised learning.

2.2 Related work

In this section we review work from the literature on learning from rankings and
active learning.
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2.2. Related work

2.2.1 Learning from rankings

Several works have studied how to learn to rank, and they focus on learning a rank-
ing function from ground-truth rankings [17, 120]. They learn a ranking function
from ground-truth rankings by minimizing a ranking loss [17]. This function can
then be applied to rank test objects. The authors of [120] adapt the Stochastic
Gradient Descent method to perform pairwise learning to rank. This has been
successfully applied to large datasets. However, these approaches are very different
from ours in which we aim to learn from rankings.

In a recent paper [99] a method is proposed where the self-supervised task is to
learn to count. The authors propose two proxy tasks – scaling and tiling – which
guide self-supervised training. The network learn to count visual primitives in
image regions. It is self-supervised by the fact that the number of visual primitives
is not expected to change under scaling, and that the sum of all visual primitives
in individual tiles should equal the total number of visual primitives in the whole
image. Unlike our approach, they do not consider rankings of regions and their
counts are typically very low (several image primitives).

2.2.2 Active learning

Active learning [124] is a machine learning procedure that reduces the cost of anno-
tation by actively selecting the best samples to label among the abundantly available
unlabeled data. Active learning is well-motivated in many modern machine learn-
ing problems where data may be abundant, but labels are scarce or expensive to
obtain. Since massive amounts of data are required to train deep neural networks,
informative samples are more valuable to annotate instead of annotating randomly
picked samples. Active learning has been explored in many applications such as
image classification [167], object detection [102] and image segmentation [156].

There are several ways to approach the active learning problem. Uncertainty
sampling [68] is the simplest and most commonly used that samples the instance
whose prediction is least confident. Margin sampling [118] aims to correct for the
shortcomings of uncertainty sampling by examining the difference between second
and first most likely labels for candidate samples. A more general strategy considers
all prediction probabilities using entropy. Expected Model Change [126] is a metric
that measures change in gradient by calculating the length as an expectation over
the possible labelings. However, these approaches only consider the uncertainty
of instances and ignore the representatives of the underlying distribution. The
method proposed in [125] addresses this issue by computing the similarity between
the candidate instance and all other samples in the training set. Note that these
active learning approaches are more about classification problems, while we are
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primarily interested in regression.
Instead of using the above approaches, we measure the informativeness of

unlabeled instances via mistakes made by the network on a self-supervised ranking
proxy task. Performance on this proxy task is guaranteed to be consistent with the
main task, and our hypothesis is that the instances with more mistakes on the proxy
task vary more from the training set. Training on such instances should allows us to
increase the generalizing capacity of neural networks.

2.3 Learning from rankings

In this section we lay out a general framework for our approach, then describe how
we use a Siamese network architecture to learn from rankings. In section 2.3.3 we
show how backpropagation for training Siamese networks from ranked samples
can be made significantly more efficient. Finally, in section 2.3.4 we show how the
ranking proxy task can be used as an active learning algorithm to identify which are
the most important images to label first.

2.3.1 Ranking as a self-supervised proxy task

Regression problems consist of finding a mapping function between input variables
and a continuous output variable. It is a vital area of research in machine learning,
and many important problems in computer vision are regression problems. The
mapping function is typically learned from a training dataset of labelled data which
consists of pairs of input and output variables. The complexity of the mapping
function that can be learned is limited by the number of labeled examples in the
training set. In this chapter, we are interested in using deep convolutional neural
networks (CNNs) as mapping functions, and images as input data.

In the following sections we will show that ranked data can be used to train
networks for regression problems. We are especially interested in domains where
the ranked data can be automatically generated from images of the problem domain
without requiring any additional human labeling. This allows us to create large
dataset of ranked data. We consider regression to be the principal task of the
network, and we refer to the ranking task as a self-supervised proxy task. It is
self-supervised since the ranking task is an additional task for which data is freely
available and no annotation is required.
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2.3.2 Multi-task regression and ranking

In this section, we formalize the problem of training from both labeled and ranked
data for regression problems. We consider a regression problem where we have a
dataset of observed data in pairs:

D = {(
x1, y1

)
,
(
x2, y2

)
...,

(
xn , yn

)}
, (2.1)

where xi are images and yi ∈ R. The input images xi and target variables yi are
assumed to be related by some unknown function f (xi ) = yi . The aim is to find a
function f̂ (x;θ) with parameters θ that captures (and generalizes) the relationship
between input x and output y . The parameters θ of the regression function f̂ are
usually fit by minimizing an empirical risk over training examples D, for example
the squared Euclidean loss:

Lr eg =
n∑

i=1
( f̂ (xi ;θ)− yi )2. (2.2)

In our formulation, f̂ is a deep Convolutional Neural Network (CNN), and minimiz-
ing Lr eg is done with stochastic gradient descent (SGD). We refer to the regression
task as the principal task, since the final objective is to accurately estimate such a
regression.

We also assume that we have a function h(·,ϕ) which we can apply to input
images. These functions are special in that the parameter space is ordered and that
for any parameters ϕi ,ϕ j and any image x:

ϕi ≤ϕ j ⇒ f (h(x;ϕi )) ≤ f (h(x;ϕ j )). (2.3)

What this means is that we have a partial order in the parameter space that induces
an ordering in the proxy task space.

We can now apply this function h to generate an auxiliary dataset E consisting of
ranked images. Importantly, the ordering of the parameter space and the application
of h is independent of any labeling of training data. The dataset E could contain
images xi which are present in dataset D but in addition it could also contain
images not in D and for which we have no annotations. We can use any input data
xi relevant to the domain in order to generate the dataset E of ranked images. Since
f respects this ranking condition under application of functions h, we can use the
h functions to generate training data for learning f̂ .

From dataset E we can train a network by minimizing the ranking hinge loss
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according to:

Lr ank =∑
z∈E

ϕi≤ϕ j

max(0, f̂ (h(z;ϕi );θ)− f̂ (h(z;ϕ j );θ)+ε) (2.4)

where ε is a margin, and z ∈ E are (potentially unlabeled) images transformed into
ranked images after applying h(·,ϕi ) and h(·,ϕ j ) for ϕi ≤ϕ j . Training a network
with Eq. (2.4) yields a network which can rank images, and we will refer to the task
of ranking as the self-supervised proxy task.

The most common approach to minimizing losses like Lr ank uses a Siamese
network [19], which is a network with two identical branches connected to a loss
module. The two branches share weights during training. Pairs of images and labels
are the input of the network, yielding two outputs which are passed to the loss. The
gradients of the loss function with respect to all model parameters are computed
by backpropagation and updated by the stochastic gradient method (e.g. SGD).
For problems where both labeled data (like in dataset D) and ranked data (like in
dataset E) are present, we can optimize the network using both sources of data
using a multi-task loss:

L = Lr eg +λLr ank (2.5)

where λ is a tradeoff parameter that balances the relative weight of the losses. It is
important to note here that we consider the same function f̂ (·;θ) for the regression
and the ranking loss. In practice this means that the three networks, one for regres-
sion, and the two networks used in the Siamese network, have the same architecture
and share their parameters.

2.3.3 Efficient Siamese backpropagation

One drawback of Siamese networks is redundant computation. Consider all possible
image pairs constructed from three images. In a standard implementation all three
images are passed twice through the network, because they each appear in two
pairs. Since both branches of the Siamese network are identical, we are essentially
doing twice the work necessary since any image need only be passed once through
the network. It is exactly this idea that we exploit to render backpropagation more
efficient for Siamese network training. In fact, nothing prevents us from considering
all possible pairs in a mini-batch, with hardly any additional computation. We add
a new layer to the network that generates all possible pairs in a mini-batch at the
end of the network right before computing the loss. This eliminates the problem
of pair selection and boosts efficiency. At the end of this section we discuss how
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our approach compares to works [138, 139] published concurrently with ours and
observed similar efficiency gains.

To appreciate the speed-up of efficient Siamese backpropagation consider the
following. If we have one reference image distorted from which we have generated
n ranked images using h, then for a traditional implementation of the Siamese
network we would have to pass a total of n2 −n images through the network –
which is twice the number of pairs you can generate with n images. Instead we
propose to pass all images only once and consider all possible pairs only in the
loss computation layer. This reduces computation to just n images passed through

the network. Therefore, in this case the speed-up is equal to: n2−n
n = n −1. In the

best scenario n is equal to the number of images in the mini-batch, and hence
the speed-up of this method would be in the order of the mini-batch size. Due to
the high correlation among the set of all pairs in a mini-batch, we expect the final
speedup in convergence to be lower.

To simplify notation in the following, assume we have an image z and two
transformation parameters ϕi ≤ϕ j . Letting ŷi = f̂ (h(z,ϕi );θ), the contribution to
the ranking loss Lr ank of these two images can be written as:

g (ŷi , ŷ j ) = max(0, ŷi − ŷ j +ε), (2.6)

The gradient of this term from Lr ank with respect to the model parameters θ is:

∇θg = ∂g (ŷi , ŷ j )

∂ŷi
∇θ ŷi +

∂g (ŷi , ŷ j )

∂ŷ j
∇θ ŷ j . (2.7)

This gradient of g above is a sum since the model parameters are shared between
both branches of the Siamese network and ŷi and ŷ j are computed using exactly
the same parameters.

Considering all pairs in a mini-batch of size M , the loss Lr ank from Eq. (2.4) can
then be written as:

Lr ank =
M∑

i=1

M∑
j>i

g (ŷi , ŷ j ). (2.8)

The gradient of the mini-batch loss with respect to parameter θ can then be written
as:

∇θLr ank =
M∑

i=1

M∑
j>i

∂g (ŷi , ŷ j )

∂ŷi
∇θ ŷi +

∂g (ŷi , ŷ j )

∂ŷ j
∇θ ŷ j . (2.9)

We can now express the gradient of the loss function of the mini-batch in matrix
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form as:

∇θLr ank = [ ∇θ ŷ1 ∇θ ŷ2 . . . ∇θ ŷM
]

P1M , (2.10)

where 1M is the vector of all ones of length M . For a standard single-branch network,
we would average the gradients for all batch samples to obtain the gradient of the
mini-batch. This is equivalent to setting P to the identity matrix in Eq. (2.10) above.
For Siamese networks where we consider all pairs in the mini-batch we obtain
Eq. (2.9) by setting P to:

P =


0 ∂g (ŷ1,ŷ2)

∂ŷ1
· · · ∂g (ŷ1,ŷM )

∂ŷ1
∂g (ŷ1,ŷ2)

∂ŷ2
0 · · · ∂g (ŷ2,ŷM )

∂ŷ2
...

...
. . .

...
∂g (ŷ1,ŷM )

∂ŷM
· · · · · · 0

 . (2.11)

For the ranking hinge loss we can write:

P =


0 a12 · · · a1M

a21 0 · · · a2M
...

...
. . .

...
aM1 · · · aM(M−1) 0

 , (2.12)

where

ai j =
{

0 if li j
(
ŷi − ŷ j

)+ε≤ 0

li j otherwise
(2.13)

and li j is used to indicate the ordering of the ϕ parameters used to generate the M

images to which f̂ was applied to derive outputs ŷi and ŷ j :

li j =


1 if ϕi ≤ϕ j

−1 if ϕi >ϕ j

0 if ϕi and ϕ j are not comparable.

(2.14)

The above analysis works for different parameter settings ϕ on the same source
image. When considering multiple source images in a mini-batch, only different
parameter settings ϕ on the same image are considered comparable when defining
li j .
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Generally, the complexity of training Siamese networks is ameliorated via dif-
ferent pair sampling techniques. In [134], the authors propose a hard positive and
hard negative mining strategy to forward propagate a set of pairs and sample the
highest-loss pairs for backpropagation. However, hard mining comes with a high
computational cost (they report an increase of up to 80% of total computation cost).
In [119] the authors propose semi-hard pair selection, arguing that selecting hardest
pairs can lead to bad local minima. In [146] the authors take a batch of pairs as input
and choose the four hardest negative samples within the minibatch. In parallel
with our work on fast backpropagation for Siamese networks [75] several similar
methods have been developed [138, 139]. To solve for bad local optima, [139] opti-
mize a smooth upper bound loss function. This is implemented by considering all
possible pairs in a mini-batch after forwarding the images through the network. In
[138], the N -pair Loss is proposed to compute pairwise similarity within the batch
to construct N −1 negative examples instead of one in triplet loss. Hard negative
class mining is applied to improve convergence speed. Both these works, like ours,
prevent the redundant computation which is introduced by the multiple branches
in the Siamese network.

2.3.4 Active learning from rankings

The objective of active learning is to reduce the cost of labeling by prioritizing the
most informative samples for labeling first. Rather than labeling randomly selected
examples from a pool of unlabeled data, active learning methods analyze unlabeled
data with the goal of identifying images considered difficult and that therefore
are more valuable if labeled. Especially for deep networks, which require many
examples, as well as for applications for which labeling is very costly, active learning
is an important and active area of research.

We show here how the self-supervised proxy task can be leveraged for active
learning. For this purpose we define a function C (xi ) which estimates the certainty
of the current network on a specific image xi . This estimate allows us to order
the available unlabeled dataset according to certainty. Labeling the images for
which the algorithm is uncertain is then expected to yield larger improvement in
performance of the network than just randomly adding images.

The certainty function C is defined as:

C (z;θ) = 1

K

∑
ϕi≤ϕ j

T ( f̂ (h(z;ϕi );θ) < f̂ (h(z;ϕ j );θ)) (2.15)

where T (s) = 1 if predicate s is true or false otherwise, and K is the number of
sampled parameter pairs (ϕi ,ϕ j ) applied to each image z. As described in the
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Algorithm 1 : Active learning loop.

Input:

D = (
x1, y1

)
, . . . ,

(
xn , yn

)
: labeled samples

E = z1, . . . ,zm : unlabeled samples

Require:

θ0 : initial network parameters
T : number of active learning cycles
S : number of images added in each cycle

for t = 1 : T

θt ← train(D,θt−1) // Train network on D .

DS ← label(E ,S,θt ) // Evaluate Eq. (2.15) for all samples in E,

// and Label S least confident samples.

D ← D
⋃

DS // Update labeled set.

E ← E \ DS // Update unlabeled set.

end for

previous section, the pairs of parameters ϕi ≤ϕ j can be used to generate ranked
images via the function h. Again, these pairs can be automatically computed and
no annotation is required.

By design, we know that 0 ≤C (xi ) ≤ 1. Given an unlabeled dataset and a current
state of the trained network f̂ (·, θ̂), we perform the proxy task for a total of K times on
each image and then compute C . We then label images starting from low confidence
to high confidence. The process is detailed in Algorithm 1.

2.4 Conclusions

In this chapter we explored ranking as a self-supervised proxy task for regression
problems. For many regression problems the collection of supervised data is an ex-
pensive and laborious process. We showed, however, that there exist some problems
for which it is easy to obtain ranked image sets, and that these ranked image sets
can be exploited to improve the training of the network. In addition, we proposed
a method for fast backpropagation for the ranking loss. This method removes the
redundant computation which is introduced by the multiple branches of Siamese
networks, and instead uses a single branch after which all possible pairs of the
minibatch are combined (rather than just a selection of pairs).
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3 Applications to Image Quality Assessment
and Crowd Counting*

3.1 Introduction

We consider two specific computer vision regression problems to demonstrate the
advantages of learning from ranked data: Image Quality Assessment (IQA) and
crowd counting.

The first regression problem we consider is No-Reference Image Quality Asses-
ment (NR-IQA), where the task is to predict the perceptual quality of images without
using the undistorted image (also called the reference image). This research field
has also seen large improvements in recent years due to the advent of Convolu-
tional Neural Networks (CNNs) [51, 52, 72]. The main problems these papers had
to address is the lack of large datasets for IQA. However, the annotation process
for IQA image datasets requires multiple human annotations for every image, and
thus the collection process is extremely labor-intensive and costly. As a result, most
available IQA datasets are too small to be effective for training CNNs. We show how
to automatically generate rankings for the task of IQA, and how these rankings can
be used to improve the training of CNNs for NR-IQA.

The second regression problem we consider is crowd counting. Crowd count-
ing is a daunting problem because of perspective distortion, clutter, occlusion,
non-uniform distribution of people, complex illumination, scale variation, and a
host of other scene-incidental imaging conditions. Techniques for crowd counting
have also seen improvement recently due to the use of CNNs. These recent ap-
proaches include scale-aware regression models [100], multi-column CNNs [165],
and switching networks [6]. As with most CNN architectures, however, these person
counting and crowd density estimation techniques are highly data-driven. Even
modestly deep architectures for visual recognition require massive amounts of
labeled training data for learning. For person counting, the labeling burden is even
more onerous than usual. Training data for person counting requires that each
individual person be meticulously labeled in training images. It is for this reason
that person counting and crowd density estimation datasets tend to have only a
few hundred images available for training. As a consequence, the ability to train

*This chapter is based on publications in the international Conference of Computer Vision (ICCV,
2017) [77] and Computer Vision and Pattern Recognition (CVPR, 2018) [78].

25



Chapter 3. Applications to Image Quality Assessment and Crowd Counting

these sophisticated CNN-based models suffers. We show how ranked sets of images
can be generated for the task of crowd counting, and how these can be exploited to
train deep networks.

In this chapter we demonstrate the advantages of the above contributes on
two applications: Image Quality Assessment (IQA) and crowd counting. On both
tasks we show how to effectively leverage unlabeled data and that this significantly
improves performance over the state-of-the-art.

This chapter is organized as follows. In the next section we review work from
the literature related to our work. In section 3.3 we describe how to automati-
cally generate rankings for image quality assessment. In section 3.4 we show how
the proposed framework can be applied to the problem of crowd counting. In
sections 3.5.1 and 3.5.2 we give extensive experimental evaluations for IQA and
crowd counting, respectively. We conclude in section 3.6 with a discussion of our
contributions and some indications of potential future research lines.

3.2 Related work

In this section we review work from the literature on image quality assessment and
crowd counting.

3.2.1 Image quality assessment

We briefly review the IQA literature related to our approach. We focus on recent
deep learning based methods for distortion-generic, No-reference IQA since it is
more generally applicable than the other IQA research lines.

In recent years several works have used deep learning for NR-IQA [7, 51, 52].
One of the main drawbacks of deep networks is the need for large labeled datasets,
which are currently not available for NR-IQA research. To address this problem
Kang et al. [51] consider small 32×32 patches rather than images, thereby greatly
augmenting the number of training examples. The authors of [9, 52] follow the
same pipeline. In [52] the authors design a multi-task CNN to learn the type of
distortions and image quality simultaneously. Bianco at al. [7] propose to use a
pre-trained network to mitigate the lack of training data. They extract features from
a pre-trained model fine-tuned on an IQA dataset. These features are then used to
train an SVR model to map features to IQA scores.

There are other works which, like us, apply rankings in the context of NR-IQA.
Gao et al. [31] generate pairs in the dataset itself by using the ground truth scores
with a threshold and combine different hand-crafted features to represent image
pairs from the IQA dataset. Xu et al. [155] propose training a specific model for
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each distortion type in a multi-task learning model. Instead of using the ground
truth in the dataset, they learn a ranking function. The most relevant work is from
Ma et al. [83], which was published concurrently with our work on NR-IQA [75].
Like us, they use learning-to-rank to deal with the extremely limited ground truth
data for training. However, they generate pairing data by using other Full-reference
IQA methods with a threshold like in [31], while our approach does not require
other methods and operates in a self-supervised manner. Another difference is
that we use a knowledge transfer technique for further fine-tuning on the target
dataset with the same network, which can be also learned in a multi-task, end-to-
end way, while they train an independent regression model based on the feature
representations to perform the prediction. In addition to these differences, we show
results on a larger number of distortion types instead of only working on the four
main distortions [83].

In our work, we propose a radically different approach to address the lack of
training data: we use a large number of automatically generated rankings of image
quality to train a deep network. This allows us to train much deeper and wider
networks than other methods in NR-IQA which train directly on absolute IQA data.

3.2.2 Crowd counting

We focus on deep learning methods for crowd counting in still images. For a more
complete review of the literature on crowd counting, including classical approaches,
we refer the reader to [137].

As introduced in the review of [137], CNN-based approaches can be classified
into different categories based on the properties of the CNN. Basic CNNs incor-
porate only basic CNN layers in their networks. The approaches in [30, 145] use
the AlexNet network [58] to map from crowd scene patches to global number of
people by changing the output of AlexNet from 1000 to 1. The resulting network can
be trained end-to-end. Due to the large variations of density in different images,
recent methods have focused on scale-awareness. The method proposed in [165]
trains a multi-column based architecture (MCNN) to capture the different densities
by using different sizes of kernels in the network. Similarly, the authors of [100]
propose the Hydra-CNN architecture that takes different resolutions of patches as
inputs and has multiple output layers (heads) which are combined in the end. Most
recently, in [6] the authors propose a switching CNN that can select an optimal
head instead of combining the information from all network heads. Finally, context-
aware models are networks that can learn from the context of images. In [30, 136]
the authors propose to classify images or patches into one of five classes: very high
density, high density, medium density, low density and very low density. However,
the definition of these five classes varies across datasets and must be carefully
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chosen using knowledge of the statistics of each dataset.
Although CNN-based methods have achieved great success in crowd counting,

due to lack of labeled data it is still challenging to train deep CNNs without over-
fitting. The authors of [161] propose to learn density map and global counting in an
alternating sequence to obtain better local optima. The method in [50] uses side
information like ground-truth camera angle and height to help the network to learn.
However, this side information is expensive to obtain and is not available in most
existing crowd counting datasets.

There is some interesting recent work on CNNs for crowd counting. CSRNet [70]
consists of two components: a convolutional neural network as 2D feature extractor
and a dilated CNN for estimating a density map to yield larger receptive fields and
to replace pooling operations. DecideNet [73] starts by estimating the crowd density
using detection and regression separately. It then assesses the reliability of these
two estimates with an attention module. Shen et al. [129] propose using a U-net
structure to generate a high quality density map with an adversarial loss. Shi et al.
[130] formulate a single ConvNet as ensemble learning. Marsden et al. [89] adapt
object counting models to new visual domains like cell counting and penguins
counting. Both works [11, 112] propose generating a high resolution density map.
Ierees et al. [47] propose solving the problems of counting, density map estimation
and localization simultaneously. Laradji et al. [61] propose a detection-based
method that does not need to estimate the size and shape of the objects.

In this chapter, we show how a large number of unlabeled crowd data can
improve the training of crowd counting networks. We automatically generate rank-
ings from the unlabeled images, which are used during the training process in the
self-supervised proxy task.

For some regression problems it can be easy to obtain a ranked dataset. Such a
dataset contains relative information between pairs of input examples, describing
which of the two is larger. For image quality assessment (IQA) it is easy to generate
ranked images by applying different levels of distortions to an image. As an example,
given a reference image we can apply various levels of Gaussian blur. The set of
images which is thus generated can be easily ranked because we do know that
adding Gaussian blur (or any other distortion) always deteriorates the quality score.
Note that in such a set of ranked images we do not have any absolute IQA scores for
any images – but we do know for any pair of images which is of higher quality. See
Fig. 3.1 (bottom) for an illustration of this.

For the crowd counting problem, we can obtain ranked sets of images by com-
paring parts of the same image which are contained within each other: an image
which is contained by another image will contain the same number or fewer persons
than the larger image. This fact can be used to generate a large dataset of ranked
images from unlabeled crowd images. See Fig. 3.3 (bottom) for an illustration of
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this process for crowd counting.
In the following sections we will show that ranked data can be used to train

networks for regression problems. We are especially interested in domains where
the ranked data can be automatically generated from images of the problem domain
without requiring any additional human labeling. This allows us to create large
dataset of ranked data. We consider regression to be the principal task of the
network, and we refer to the ranking task as a self-supervised proxy task. It is
self-supervised since the ranking task is an additional task for which data is freely
available and no annotation is required.

3.3 Image quality assessment by learning to rank

In this section we apply the framework proposed in the previous section to the
problem of Image Quality Assessment (IQA) [147]. IQA aims to automatically predict
the perceptual quality of images. IQA estimates should be highly correlated with
quality assessments made by a range of very many human evaluators (commonly
referred to as the Mean Opinion Score (MOS) [109, 128]). We focus here on no-
reference IQA (NR-IQA), which refers to the case where the undistorted image
(called reference image) is not available during the quality assessment.

The application of CNNs to IQA has resulted in significant improvements com-
pared to previous hand-crafted approaches [51, 52, 72]. These methods had to train
their networks on the small available datasets for IQA. Further improvements would
be expected if larger datasets were made available. However, the annotation of IQA
images is a labor intensive task, which requires multiple human annotators for every
image. It is therefore an interesting application field to evaluate our framework,
since by adding ranking as a proxy task, we are able to add unlabeled data during
the training process.

We first discuss existing datasets for IQA and how to automatically generate IQA
rankings. Then we introduce the network which we train for the IQA task, together
with some application-specific training choices.

3.3.1 IQA datasets

We perform experiments on two standard IQA datasets:

• LIVE [127]: Consists of 808 images generated from 29 original images by distorting
them with five types of distortion: Gaussian blur (GB), Gaussian noise (GN), JPEG
compression (JPEG), JPEG2000 compression (JP2K) and fast fading (FF). The
ground-truth Mean Opinion Score for each image is in the range [0, 100] and is
estimated using annotations by 161 human annotators.
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Figure 3.1 – Network architecture and ranked pair generation for IQA. Top: our
network for no-reference IQA uses a VGG16 network pretrained on ImageNet. We
decapitate the network and replace the original head with a new fully-connected
layer generating a single output. Bottom: pairs with known ranking are generated
by distorting images with standard, parametric distortions. Increasing the distortion
level guarantees that the images are of progressively worse quality.
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• TID2013 [109]: Consists of 25 reference images with 3000 distorted images from
24 different distortion types at 5 degradation levels. Mean Opinion Scores are
in the range [0, 9]. Distortion types include a range of noise, compression, and
transmission artifacts. See the original publication for the list of specific distortion
types.

3.3.2 Generating ranked image sets for IQA

The IQA datasets LIVE and TID2013 are derived from only 29 and 25 original images,
respectively. Deep networks trained on so few original images will almost certainly
have difficulty generalizing to other images. Here we show how to automatically
generate rankings from arbitrary images which can be added during the training
process (i.e. we show what function h in Eq. (2.4) we use to generate IQA rankings).

Using an arbitrary set of images, we can synthetically generate deformations
of these over a range of distortion intensities. As an example, consider Fig. 3.1
(bottom) where we have distorted an image with increasing levels of Gaussian noise.
Although we do not know the absolute IQA score, we do know that images which
are more distorted should have a lower score than images which are less distorted.
This fact can be used to generate huge datasets of ranked images. We can use a
large variety of images and distortions to construct the datasets of ranked images.

We use the Waterloo [84] dataset, which consists of 4,744 high quality natural
images carefully chosen from the Internet, to generate a large ranking dataset. To
test on the LIVE database, we generate four types of distortions which are widely
used and common: Gaussian Blur (GB), Gaussian Noise (GN), JPEG, and JP2K.
We apply these distortions at five levels, resulting in a total of 20 distortions for
all images in the Waterloo dataset. To test on TID2013, we generate 17 out of a
total of 24 distortions at five levels, yielding a total of 85 distortions per image (see
the Appendix for more details). There were seven distortions which we could not
generate, however we found that adding the other distortions also resulted into
improvements for the distortions for which we could not generate rankings.

3.3.3 IQA network

For the IQA problem we have a training dataset with images xi and ground truth
image quality yi . After generating the ranked image dataset we can train an IQA
network. As a CNN backbone we use the VGG-16 network, only changing the last
layer to output a single IQA score. With respect to the basic architecture given
in Fig. 2.1, here we specify the architecture we use for IQA estimation as shown
in Fig. 3.1 (top). For the labeled data we use the Euclidean distance between the
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prediction of the network ŷi and the ground truth as the regression loss:

L IQ A(yi , ŷi ) = 1

N

N∑
i=1

(yi − ŷi )2, (3.1)

and will optimize this loss jointly with the ranking loss Lr ank as proposed in Eq. (2.5).
We randomly sample sub-images from the original high resolution images. We

do this instead of scaling to avoid introducing distortions caused by interpolation
or filtering. The size of sampled images is determined by each network. However,
the large size of the input images is important since input sub-images should be at
least 1/3 of the original images in order to capture context information. This is a
serious limitation of the patch sampling approach [51, 52] that samples very small
32×32 patches from the original images. In our experiments, we sample 224×224
pixel images from original images varying from 300 to 700 pixels.

3.4 Crowd counting by learning to rank

In this section, we adapt the proposed framework to the task of crowd counting.
Perspective distortion, clutter, occlusion, non-uniform distribution of people, com-
plex illumination, scale variation, and a host of other scene-incidental imaging
conditions render person counting and crowd density estimation in unconstrained
images an daunting problem.

Techniques for crowd counting have been recently improved using Convolu-
tional Neural Networks (CNNs). As with most CNN architectures, however, these
person counting and crowd density estimation techniques are highly data-driven.
For person counting, the labeling burden is even more onerous than usual. Train-
ing data for person counting requires that each individual person be meticulously
labeled in training images. It is for this reason that person counting and crowd
density estimation datasets tend to have only a few hundred images available for
training. As a consequence, crowd counting networks are expected to benefit from
additional unlabeled data which is used to train a ranking proxy task.

3.4.1 Crowd counting datasets

We use two standard benchmark crowd counting datasets:

• UCF_CC_50 [46]: This dataset contains 50 annotated images of different resolu-
tions, illuminations and scenes. The variation of densities is very large among
images from 94 to 4543 persons with an average of 1280 persons per image.

• ShanghaiTech [165]: Consists of 1198 images with 330,165 annotated heads. This
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3.4. Crowd counting by learning to rank

Figure 3.2 – Example images from the retrieved crowd scene dataset. (top) Repre-
sentative images using key words as query. (bottom) Representative images using
training image as query image (the query image is depicted on the left).

dataset includes two parts: 482 images in Part_A which are randomly crawled
from the Internet, and 716 images in Part_B which are taken from busy streets.
Both parts are further divided into training and evaluation sets. The training and
test of Part_A has 300 and 182 images, respectively, whereas that of Part_B has
400 and 316 images, respectively.

Ground truth annotations for crowd counting typically consist of a set of coordinates
which indicate the ’center’ (typically head center of a person). To convert this data
to crowd density maps we place a Gaussian with standard deviation of 15 pixels and
sum these for all persons in the scene to obtain yi . This is a standard procedure and
is also used in [100, 165].

3.4.2 Generating ranked image sets for counting

Here we show how to automatically generate the rankings from unlabeled crowd
counting images. The main idea is based on the observation that all patches con-
tained within a larger patch must have a fewer or equal number of persons than the
larger one (see Fig. 3.3). This observation allows us to collect large datasets of crowd
images with known relative ranks. Rather than having to painstakingly annotate
each person we are only required to verify if the image contains a crowd. Given a
crowd image we extract ranked patches according to Algorithm 2.

To collect a large dataset of crowd images from the Internet we use two different
approaches:

• Keyword query: We collect a crowd scene dataset from Google Images by us-
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Figure 3.3 – Network architecture and ranked pair generation for crowd counting.
Top: our counting network uses a VGG16 network truncated at the fifth convolu-
tional layer (before maxpooling). To this network we add a 3×3×1 convolutional
layer with stride 1 which should estimate local crowd density. A sum pooling layer is
added to the ranking channel of the network to arrive at a scalar value whose relative
rank is known. Bottom: image pairs with known relative ranks are generated by
selectively cropping unlabeled crowd images so that successive crops are entirely
contained in previous ones.
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Algorithm 2 : Algorithm to generate ranked datasets.

Input: A crowd scene image, number of patches k and scale factor s.
Step 1: Choose an anchor point randomly from the anchor region. The

anchor region is defined to be 1/r the size of the original image,
centered at the original image center, and with the same aspect
ratio as the original image.

Step 2: Find the largest square patch centered at the anchor point and
contained within the image boundaries.

Step 3: Crop k −1 additional square patches, reducing size iteratively
by a scale factor s. Keep all patches centered at anchor point.

Step 4: Resize all k patches to input size of network.
Output: A list of patches ordered according to the number of persons

in the patch.

ing different key words: Crowded, Demonstration, Train station, Mall, Studio,
Beach, all of which have high likelihood of containing a crowd scene. Then
we delete images not relevant to our problem by simple visual inspection.
In the end, we collected 1,180 high resolution crowd scene images, which is
about 24x the size of the UCF_CC_50 dataset, 2.5x the size of ShanghaiTech
Part_A, and 2x the size of ShanghaiTech Part_B. Note that no other annotation
of images is performed. Example images from this dataset are given in Fig. 3.2
(top row).

• Query-by-example image retrieval: For each annotated benchmark dataset,
we collect an unlabeled dataset using the training images as queries with the
Google Images visual image search engine. We choose the first ten similar
images and remove irrelevant ones. For UCF_CC_50 we collected 256 images,
for ShanghaiTech Part_A 2229 images, and for ShanghaiTech Part_B 3819
images. An example of images returned for a specific query image is given in
Fig. 3.2 (bottom row).

3.4.3 Crowd density estimation network

We first explain the network architecture which is trained on available crowd count-
ing datasets with ground truth annotations (see Fig. 3.3) . This network regresses to
a crowd density image which indicates the number of persons per pixel (examples of
such maps are given in Fig. 3.5). A summation of all values in such a crowd density
image gives an estimate of the number of people in the scene. In the experimental
section we consider this network as the baseline method to which we compare.
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Our baseline network is derived from VGG-16 [135] pre-trained on ImageNet.
VGG-16 consists of 13 convolutional layers followed by three fully connected layers.
We adapt the network to regress to person density maps by removing its three fully
connected layers and the last max-pooling layer (pool5) to prevent further reduction
of spatial resolution. In their place we add a single convolutional layer (a 3×3×512
filter with stride 1 and zero padding to maintain same size) which directly regresses
to the crowd density map. As the counting loss Lc we use the Euclidean distance
between the estimated and ground truth density maps, as given by:

Lc = 1

N

N∑
i=1

(yi − ŷi )2 (3.2)

where N is the number of images in a training batch, yi is ground truth person
density map of the i -th image in the batch, and the prediction from the network as
ŷi .

To further improve the performance of our baseline network, we introduce
multi-scale sampling from the available labeled datasets during training. Instead of
using the whole image as an input, we randomly sample square patches of varying
size (from 56 to 448 pixels). In the experimental section we verify that this multi-
scale sampling is important for good performance. Since we are processing patches
rather than images we use ŷi to refer to the estimate of patch i from now on. The
importance of multi-scale processing of crowd data was also noted in [8].

Finally, we add a summation layer to the network. This summation layer takes
as an input the estimated density map and sums it to a single number (the estimate
of the number of persons in the image). This output is used to compute the ranking
loss (see Eq. (2.4)) for the unlabeled images in the ranked dataset. With respect to
the basic architecture in Fig. 2.1, we use a sum polling layer as a ranking specific
layer as shown in Fig. 3.3 (top).

3.5 Experimental results

In this section we report on an extensive set of experiments performed to evaluate
the effectiveness of learning from rankings for Image Quality Assessment in sec-
tion 3.5.1 and crowd counting in section 3.5.2. We use the Caffe [48] deep learning
framework in all the experiments.
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3.5.1 Image quality assessment (IQA)

We performed a range of experiments designed to evaluate the performance of our
approach with respect to baselines and the state-of-the-art in IQA. These experi-
ments make use of standard datasets (for benchmark evaluation) and an additional
dataset used for generating ranked distorted image pairs as explained in section 3.3.

We use Stochastic Gradient Descent (SGD) with an initial learning rate of 1e-4
for efficient Siamese network training and 1e-6 for fine-tuning. Training rates are
decreased by a factor of 0.1 every 10,000 iterations for a total of 50,000 iterations. For
both training phases we use `2 weight decay (weight 5e-4). For multi-task training,
we use λ= 1 in Eq. (2.5) with a learning rate of 1e-6 on the LIVE dataset and 1e-5 on
TID2013. We found λ= 1 to work well in initial experiments, but cross validating λ
on held-out data is expected to improve results for specific datasets. During training
we sample a single subimage from each training image per epoch. When testing,
we randomly sample 30 sub-images from the original images, as suggested in [7],
and pass all the trained models. The average of all outputs of the sub-regions is the
final score for each distorted image.

Two evaluation metrics are traditionally used to evaluate the performance of
IQA algorithms: the Linear Correlation Coefficient (LCC) and the Spearman Rank
Order Correlation Coefficient (SROCC). LCC is a measure of the linear correlation
between the ground truth and the predicted quality scores. Given N distorted
images, the ground truth of i -th image is denoted by yi , and the predicted score
from the network is ŷi . The LCC is computed as:

LCC =
∑N

i=1(yi − y)(ŷi − ŷ)√∑N
i (yi − y)2

√∑N
i (ŷi − ŷ)2

(3.3)

where y and ŷ are the means of the ground truth and predicted quality scores,
respectively.

Given N distorted images, the SROCC is computed as:

SROCC = 1− 6
∑N

i=1

(
vi −pi

)2

N
(
N 2 −1

) , (3.4)

where vi is the rank of the ground-truth IQA score yi in the ground-truth scores,
and pi is the rank of ŷi in the output scores for all N images. The SROCC measures
the monotonic relationship between ground-truth and estimated IQA.
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Table 3.1 – Ablation study on the entire TID2013 database.

Method LCC SROCC

Baseline 0.663 0.612
RankIQA 0.566 0.623

RankIQA+FT (Random) 0.775 0.738
RankIQA+FT (Hard) 0.782 0.748
RankIQA+FT (Ours) 0.799 0.780

MT-RankIQA (Random) 0.802 0.770
MT-RankIQA (Hard) 0.810 0.779
MT-RankIQA (Ours) 0.827 0.806

Table 3.2 – Performance evaluation (SROCC) on the entire TID2013 database.

Method #01 #02 #03 #04 #05 #06 #07 #08 #09 #10 #11 #12 #13
BLIINDS-II [117] 0.714 0.728 0.825 0.358 0.852 0.664 0.780 0.852 0.754 0.808 0.862 0.251 0.755

BRISQUE [93] 0.630 0.424 0.727 0.321 0.775 0.669 0.592 0.845 0.553 0.742 0.799 0.301 0.672
CORNIA-10K [158] 0.341 -0.196 0.689 0.184 0.607 -0.014 0.673 0.896 0.787 0.875 0.911 0.310 0.625

HOSA [154] 0.853 0.625 0.782 0.368 0.905 0.775 0.810 0.892 0.870 0.893 0.932 0.747 0.701
RankIQA 0.891 0.799 0.911 0.644 0.873 0.869 0.910 0.835 0.894 0.902 0.923 0.579 0.431

RankIQA+FT 0.667 0.620 0.821 0.365 0.760 0.736 0.783 0.809 0.767 0.866 0.878 0.704 0.810
MT-RankIQA 0.780 0.658 0.882 0.424 0.839 0.762 0.852 0.861 0.799 0.879 0.909 0.744 0.824

Method #14 #15 #16 #17 #18 #19 #20 #21 #22 #23 #24 ALL
BLIINDS-II [117] 0.081 0.371 0.159 -0.082 0.109 0.699 0.222 0.451 0.815 0.568 0.856 0.550

BRISQUE [93] 0.175 0.184 0.155 0.125 0.032 0.560 0.282 0.680 0.804 0.715 0.800 0.562
CORNIA-10K [158] 0.161 0.096 0.008 0.423 -0.055 0.259 0.606 0.555 0.592 0.759 0.903 0.651

HOSA [154] 0.199 0.327 0.233 0.294 0.119 0.782 0.532 0.835 0.855 0.801 0.905 0.728
RankIQA 0.463 0.693 0.321 0.657 0.622 0.845 0.609 0.891 0.788 0.727 0.768 0.623

RankIQA+FT 0.512 0.622 0.268 0.613 0.662 0.619 0.644 0.800 0.779 0.629 0.859 0.780
MT-RankIQA 0.458 0.658 0.198 0.554 0.669 0.689 0.760 0.882 0.742 0.645 0.900 0.806

Ablation study

In this experiment, we evaluate the effectiveness of using rankings to estimate
image quality. We compare our multi-task approach with different baselines: fine-
tuning the VGG-16 network initialized from ImageNet to obtain the mapping from
images to their predicted scores (which we call Baseline in our experiments), and
two other baselines: VGG-16 (initialized pre-trained ImageNet weights) trained on
ranking data (called RankIQA), and RankIQA approach fine-tuned on TID2013 after
training using ranked pairs of images (called RankIQA+FT). In order to evaluate
the effectiveness of our sampling method in the multi-task setting, we also report
the accuracy for multi-task training (called MT-RankIQA) with different sampling
methods: standard random pair sampling, and a hard-negative mining method
similar to [134]. For standard random pair sampling we randomly choose 36 pairs
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for each mini-batch from the training sets. For the hard negative mining strategy
we start from 36 pairs in a mini-batch, and gradually increase the number of hard
pairs every 5000 iterations. For our method we pass 72 images in each mini-batch.
With these settings the computational costs for all three methods are equal, since at
each iteration 72 images are passed through the network.

We follow the experimental protocol used in HOSA [154]. The entire TID2013
database including all types of distortions is divided into 80% training images and
20% testing images according to the reference images and their distorted versions.
The results are shown in Table 3.1, where ALL means testing all distortions together.
All the experiments are performed 10 times and the average SROCC is reported

From Table 3.1, we can draw several conclusions. First, it is hard to obtain good
results by training a deep network directly on IQA data. This is seen in the Baseline
results and is due to the scarcity of training data. Second, competitive results are
obtained using RankIQA without access to the ground truth of IQA dataset during
training the ranking network, which strongly demonstrates the effectiveness of
training on ranking data. The RankIQA-trained network alone does not provide
accurate IQA scores (since it has never seen any) but does yield high correlation with
the IQA scores as measured by SROCC. After fine-tuning on the TID2013 database,
we considerably improve performance for all sampling methods: with random
sampling we improve on the baseline by 11%, while our efficient sampling method
further outperforms random sampling by 2.4% in terms of LCC (similar conclusions
can be drawn from the SROCC results.

Finally, in Table 3.1 we also compare the three optimization methods for multi-
task training: random pair sampling, hard negative mining, and our proposed
efficient Siamese backpropagation. We see that our efficient back-propagation
strategy with multi-task setting obtains the best results, further improving the
accuracy by 2.8% on LCC and 2.6% on SROCC with respect to RankIQA+FT. This
clearly shows the benefits of the proposed backpropagation scheme. In the next
section, we use MT-RankIQA to refer to our method trained with the multi-task loss
using our efficient Siamese backpropagation method.

To demonstrate the ability of our approach to generalize to unseen distortions,
we trained our multi-task approach with different numbers of synthetic distortions
as auxiliary data combined with all labeled data in the TID2013 dataset. All results
are the average of three runs. As shown in Table 3.3, adding more distortions
results in increased overall performance on the test set. Note also that adding
specific distortions not only consistently improves accuracy on seen distortions
consistently, but also on unseen ones.
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Table 3.3 – Generalization to unseen distortions. Results of MT-RankIQA with dif-
ferent numbers of synthetic distortions as auxiliary data combined with all labeled
data in the TID2013 dataset. Results show that also on the unseen distortions a
significant gain in performance is obtained.

Overall LCC accuracy
Average gain

Seen distortions Unseen distortions

Baseline 0.687 – –
7 distortions 0.803 +0.102 +0.016

11 distortions 0.817 +0.102 +0.032
15 distortions 0.823 +0.104 +0.067

All 0.829 +0.109 +0.075

Comparison with the state-of-the-art

We compare the performance of our method with state-of-the-art Full-reference
IQA (FR-IQA) and NR-IQA methods on both TID2013 and LIVE dataset.

Evaluation on TID2013. Table 3.2 includes results of state-of-the-art methods. We
see that for several very challenging distortions (14 to 18), where all other methods
fail, we obtain satisfactory results. For individual distortions, there is a huge gap
between RankIQA and other methods on most distortions. The state-of-the-art
method HOSA performs slightly better than our methods on 6 out of 24 distortions.
For all distortions, RankIQA+FT achieves about 5% higher than HOSA, and about
3% more is gained by using multi-task training. Our methods also perform well on
distortions for which were unable to generate rankings. This indicates that different
distortions share some common representation and training the network jointly on
all distortions also improves results for the distortions for which we did not generate
rankings.

Evaluation on LIVE. As done in [51, 163], we randomly split the reference images
and their distorted version from LIVE into 80% training and 20% testing sample
and compute the average LCC and SROCC scores on the testing set after training
to convergence. This process is repeated ten times and the results are averaged.
These results are shown in Table 3.4. For fair comparison with the state-of-the-
art, we train our ranking model on four distortions (all but FF), but we fine-tune
our model on all five distortions in the LIVE dataset to compute ALL. As shown in
Table 3.4 our approach improves by 0.4% and 1% in LCC and SROCC, respectively,
the best NR-IQA results reported on ALL distortions. This indicates that our method
outperforms existing work including the current state-of-the-art NR-IQA method
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Table 3.4 – LCC (above) and SROCC (below) evaluation on LIVE dataset. We divide
approaches into full-reference (FR-) and no-reference (NR-) IQA.

LCC JP2K JPEG GN GB FF ALL

F
R

-I
Q

A

PSNR 0.873 0.876 0.926 0.779 0.87 0.856
SSIM [148] 0.921 0.955 0.982 0.893 0.939 0.906
FSIM [162] 0.91 0.985 0.976 0.978 0.912 0.96
DCNN [72] – – – – – 0.977

N
R

-I
Q

A

DIVINE [96] 0.922 0.921 0.988 0.923 0.888 0.917
BLIINDS-II [117] 0.935 0.968 0.98 0.938 0.896 0.93

BRISQUE [93] 0.923 0.973 0.985 0.951 0.903 0.942
CORNIA [158] 0.951 0.965 0.987 0.968 0.917 0.935

CNN [51] 0.953 0.981 0.984 0.953 0.933 0.953
SOM [163] 0.952 0.961 0.991 0.974 0.954 0.962

DNN [9] – – – – – 0.972
MT-RankIQA 0.972 0.978 0.988 0.982 0.971 0.976

SROCC JP2K JPEG GN BLUR FF ALL

F
R

-I
Q

A

PSNR 0.87 0.885 0.942 0.763 0.874 0.866
SSIM [148] 0.939 0.946 0.964 0.907 0.941 0.913
FSIM [72] 0.97 0.981 0.967 0.972 0.949 0.964

DCNN [72] – – – – – 0.975

N
R

-I
Q

A

DIVINE [96] 0.913 0.91 0.984 0.921 0.863 0.916
BLIINDS-II [117] 0.929 0.942 0.969 0.923 0.889 0.931

BRISQUE [93] 0.914 0.965 0.979 0.951 0.887 0.94
CORNIA [158] 0.943 0.955 0.976 0.969 0.906 0.942

CNN [51] 0.952 0.977 0.978 0.962 0.908 0.956
SOM [163] 0.947 0.952 0.984 0.976 0.937 0.964

DNN [9] – – – – – 0.960
MT-RankIQA 0.971 0.978 0.985 0.979 0.969 0.973
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SOM [163] and DNN [9], and even achieves competitive results as state-of-the-art
FR-IQA method DCNN [72] which, being a full-reference approach, has the benefit
of having access to the high-quality original reference image.

Active learning for IQA

We demonstrate the effectiveness of active learning on the IQA problem. As a
dataset we consider all 24 distortions for each of 19 reference images from TID2013,
yielding a dataset of 456 image-distortion pairs. Each image is distorted for each
distortion at five distortion levels. During active learning we aim to select which
images with what particular distortion are expected to most improve performance.
We add all five distortion levels of the selected image with the particular distortion
to the labeled pool. The active learning loop starts with 10% of this data labeled;
hence the labeled samples D is 10% and the examples E consist of the remaining
90% of the data without labels. We then perform T = 9 active learning cycles. In
each cycle S = 10% images with a particular distortion are added incrementally,
using the full training set from the previous iteration to estimate informativeness
for the remaining unlabeled data. We use K = 100 in the experiment, and compare
results to a baseline of randomly adding 10% additional labeled samples at each
step.

Results for active learning are given in Fig. 3.4. It is clear that our active learning
algorithm obtains results superior to random selection. When adding an additional
10% of data (using a total of 20% labeled data) we achieve similar accuracy as adding
an additional 40% data (using a total of 50% labeled data) with random selection,
thereby reducing the labeling cost by 75% compared to the baseline.

3.5.2 Crowd counting

Here we report on a range of experiments evaluating our approach with respect to
baselines and the state-of-the-art methods for crowd counting.

We use SGD with a batch size of 25 for both ranking and counting, and thus a
batch size of 50 for multi-task training. For the ranking plus fine-tuning method,
the learning rate is 1e-6 for both ranking and fine-tuning. For multi-task training,
we found that λ= 100 yielded good results on all datasets. Cross validating λ on
held-out data is expected to improve results for specific datasets. Learning rates are
decreased by a factor of 0.1 every 5,000 iterations for a total of 10K iterations. For
both training phases we use `2 weight decay with a weight of 5e-4. During training
we sample one sub-image from each training image per epoch. We perform down-
sampling of three scales and up-sampling of one scale on the UCF_CC_50 dataset
and only up-sampling of one scale on the ShanghaiTech dataset. The number
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Figure 3.4 – Active learning results on TID 2013. We plot LCC as a function of the
percentage of labeled data used from the training set.

of ranked crops k = 5, the scale factor s = 0.75, and the anchor region r = 8 (see
Algorithm 2).

Following existing work, we use the mean absolute error (MAE) and the mean
squared error (MSE) to evaluate different methods. These are defined as follows:

M AE = 1

N

N∑
i=1

|yi − ŷi | (3.5)

MSE =
√√√√ 1

N

N∑
i=1

(yi − ŷi )2 (3.6)

where N is the number of test images, yi is the ground truth number of persons
in the i th image, and ŷi is number of persons predicted by the network in the i th
image.

Ablation study

We begin with an ablation study on the UCF_CC_50 dataset. The aim is to evaluate
the relative gain of the proposed improvements and to evaluate the use of a ranking
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Table 3.5 – Ablation study on UCF_CC_50 with five-fold cross validation.

Method Split 1 Split 2 Split 3 Split 4 Split 5 Ave MAE

Basic CNN 701.41 394.52 497.57 263.56 415.23 454.45
+ Pre-trained model 570.01 350.63 334.89 184.79 202.41 328.54
+ multi-scale 532.85 307.43 266.75 216.96 216.35 308.06

Ranking+FT 552.68 375.38 241.28 211.66 247.70 325.73
Multi-task (Random) 462.71 345.31 218.71 226.44 210.19 292.67
Multi-task (Hard) 460.35 343.91 208.23 221.75 205.57 287.96
Multi-task (Ours) 443.68 340.31 196.76 218.48 199.54 279.60

loss against the baseline. The ranked images in this experiment are generated from
the Keyword dataset. The results are summarized in Table 3.5. We can immediately
observe the benefit of using a pre-trained ImageNet model in crowd counting, with a
significant drop in MAE of around 28% compared to the model trained from scratch.
By using both multi-scale data augmentation and starting from a pre-trained model,
another improvement of around 6% is obtained.

The Ranking+FT method performs worse than directly fine-tuning from a pre-
trained ImageNet model. This is probably caused by the poorly-defined nature of
the self-supervised task. To optimize this task the network could decide to count
anything, e.g. ‘hats’, ‘trees’, or ‘people with red shirts’, or even just ‘edges’ – all of
which would satisfy the ranking constraints that are imposed.

Next, we compare the three sampling strategies for combining the ranking and
counting losses for multi-task training. When using multi-task training with random
pair sampling, the average MAE is reduced by about 15 points. Hard mining obtains
about 5 points average MAE less than random sampling. However, our efficient
back-propagation approach reduces the MAE further to 279.6. This shows that
by jointly learning both the self-supervised and crowd counting tasks, the self-
supervised task is forced to focus on counting persons. Given its superior results,
we consider only the “Multi-task” with efficient back-propagation approach for the
remainder of the experiments.

Comparison with the state-of-the-art

Evaluation on the UCF_CC_50 dataset. A five-fold cross-validation was per-
formed for evaluating the methods. Results are shown in Table 3.6. Our multi-
task training method using the unlabeled Keyword Dataset reduces the MAE from
291.0 to 279.6, which is comparable to ACSCP [129] which was published at the
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Table 3.6 – MAE and MSE error on the UCF_CC_50 dataset.

Method MAE MSE

Idrees et al. [46] 419.5 541.6
Cross-scene [161] 467.0 498.5

MCNN [165] 377.6 509.1
Onoro et al. [100] 333.7 425.2

Walach et al. [144] 364.4 341.4
Switching-CNN [6] 318.1 439.2

CP-CNN [136] 295.8 320.9
ACSCP [129] 291.0 404.6
CSRNet [70] 266.1 397.5

ic-CNN [112] 260.9 365.5

Multi-task (Query-by-example) 291.5 397.6
Multi-task (Keyword) 279.6 408.1

same time as our original work. Our approach performs slightly worse than the
state-of-the-art methods CSRNet [70] and ic-CNN [112] (also published around the
same time as our original work), but in general our model has fewer parameters
than CSRNet and a simpler inference procedure compared to ic-CNN. However,
the MSE of our method on UCF_CC_50 dataset is worse than the state-of-the-art
methods [112, 136, 144], but achieves competitive results compared to [70, 129].
This indicates that our method and also [129] work better in general but have more
extreme outliers. Compared to training on the Keyword dataset, learning from the
Query-by-example dataset is slightly worse, which might be because most images
from UCF_CC_50 are black and white with low resolution, which often does not
lead to satisfactory query results. An example of prediction in UCF_CC_50 using
our network is shown in Fig. 3.5.

Evaluation on the ShanghaiTech dataset. Looking at Table 3.7, we can draw
conclusions similar to those on UCF_CC_50. We see here that using the Query-by-
example Dataset further improves by about 2% on ShanghaiTech – especially for
Part_A, where our approach surpasses the state-of-the-art method [136], but is still
slightly worse than CSRNet [70] and ic-CNN [112]. An example of prediction by our
network on ShanghaiTech is given in Fig. 3.5. For comparison, we also provide the
results of our baseline method (including fine-tuning from a pre-trained model and
multi-scale data augmentation) on this dataset: M AE = 77.7 and MSE = 115.9 on
Part A, and M AE = 14.7 and MSE = 24.7 on Part B.
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Chapter 3. Applications to Image Quality Assessment and Crowd Counting

Figure 3.5 – Examples of predicted density maps for the UCF_CC_50 (Top row, true
count: 3406 prediction: 3052) and ShanghaiTech datasets (Bottom row, true count:
361 prediction: 365). Left column: crowd image. Middle column: ground truth.
Right column: prediction.

Evaluation on the WorldExpo’10 dataset The WorldExpo’10 dataset [161] consists
of 3980 frames of size 576× 720 from 1132 video sequences captured by 108 surveil-
lance cameras. The dataset is split into training set with 103 scenes and test set
consisting of 5 different scenes. Regions of interest (ROIs) are provided for the whole
dataset, which are used as a mask during testing. We consider training directly on
the only ground truth labels as a baseline, and for our multi-task approach, when
we test on one specific scene, the rest of scenes in the test set are used to generate
the ranked image set. We compare our multi-task training to the baseline and
other state-of-the-art methods in Table 3.8. It is clear that our multi-task training
approach outperforms the baseline in all five cases and achieves comparable results
compared to other methods in terms of MAE.

Evaluation on the UCSD dataset The UCSD dataset [13] has 2000 frames with a
region of interest (ROI) varying from 11 to 46 persons per image. The resolution
of each frame is fixed and small (238 × 158), so we change the input of network to
112 × 112 by removing all layers after pool4 in VGG-16. Thus the output retains the
same 1/16 of input size. We follow the same settings as [6], using frames between
600 and 1400 as training set, and the rest as test set. In order to train our multi-task
approach and compare fairly to other methods, we generate ranked sets using the
frames from 1 to 600 and test on the frames from 1401 to 2000 (and vice versa). We
do not collect additional unlabeled data since the training and test set are from
the same camera. Results are shown in Table 3.9. Our baseline performs similarly
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Table 3.7 – MAE and MSE error on ShanghaiTech.

Part A Part B
Method MAE MSE MAE MSE

Cross-scene [161] 181.8 277.7 32.0 49.8
MCNN [165] 110.2 173.2 26.4 41.3

Switching-CNN [6] 90.4 135.0 21.6 33.4
CP-CNN [136] 73.6 106.4 20.1 30.1

ACSCP [129] 75.7 102.7 17.2 27.4
CSRNet [70] 68.2 115.0 10.6 16.0

ic-CNN [112] 68.5 116.2 10.7 16.0

Ours: Multi-task (Query-by-example) 72.0 106.6 14.4 23.8
Ours: Multi-task (Keyword) 73.6 112.0 13.7 21.4

Table 3.8 – MAE results on the WorldExpo’10 dataset.

Method Scene 1 Scene 2 Scene 3 Scene 4 Scene 5 Ave MAE

MCNN [165] 3.4 20.6 12.9 13.0 8.1 11.6
Switching-CNN [6] 4.4 15.7 10.0 11.0 5.9 9.4

CP-CNN [136] 2.9 14.7 10.5 10.4 5.8 8.9
ACSCP [129] 2.8 14.05 9.6 8.1 2.9 7.5
CSRNet [70] 2.9 11.5 8.6 16.6 3.4 8.86

ic-CNN [112] 17.0 12.3 9.2 8.1 4.7 10.3

Baseline 5.0 22.0 14.3 15.7 5.3 12.5
Ours 3.8 17.5 13.8 12.7 5.2 10.5

to the state-of-the-art methods [6, 70], but slightly worse than ACSCP [129] and
MCNN [165]. Our multi-task approach reduces the baseline MAE from 1.60 to 1.17.
Our multi-task approach works on less dense datasets like UCSD because, though
the baseline might make incorrect predictions on patches with the almost same
number of headcounts, our learning-to-rank branch can constrain it and ensure
correct ranking predictions.

Evaluation on the UCF-QNRF dataset. UCF-QNRF [47] is a very challenging
dataset consisting of 1,535 images with average of 815 people per image. The
average resolution of images is much larger compared to other datasets, with images
up to 6,000×9,000 pixels. We resize all images to have a maximum dimension of 1024
pixels without changing the aspect ratio. The Keyword Dataset is used as unlabeled
data to for the multi-task learning. Results are shown in Table 3.10, which indicate
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Table 3.9 – MAE and MSE error on the UCSD dataset.

Method MAE MSE

Cross-scene [161] 1.60 3.31
MCNN [165] 1.07 1.35

Switching-CNN [6] 1.62 2.10
ACSCP [129] 1.04 1.35
CSRNet [70] 1.16 1.47

Baseline 1.60 2.13
Ours 1.17 1.55

Table 3.10 – MAE and MSE error on the UCF-QNRF dataset.

Method MAE MSE

MCNN [165] 277 426
Switching-CNN [6] 228 445

CompositionLoss [47] 132 191

Baseline 137 228
Ours 124 196

that our technique consistently improves counting performance – even on datasets
like UCF-QNRF with significantly more labeled training samples. Compared to
our baseline, the MAE is reduced from 137 to 124 and MSE is down to 196. Our
method outperforms all other methods including CompositionLoss [47] in MAE
and performs slightly worse in MSE.

Evaluation on transfer learning. As proposed in [165], to demonstrate the gen-
eralization of the learned model, we test our method in the transfer learning set-
ting by using Part_A of the ShanghaiTech dataset as the source domain and using
UCF_CC_50 dataset as the target domain. The model trained on Part_A of Shang-
haiTech is used to predict the crowd scene images from UCF_CC_50 dataset, and
the results can be seen in Table 3.11. Using only counting information improves
the MAE by 12% compared to reported results in [165]. By combining both ranking
and counting datasets, the MAE decreases from 349.5 to 337.6, and MSE decreases
from 475.7 to 434.3. In conclusion, these results show that our method significantly
outperforms the only other work reporting results on the task of cross-dataset crowd
counting.
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Table 3.11 – Transfer learning across datasets. Models were trained on Part_A of
ShanghaiTech and tested on UCF_CC_50.

Method MAE MSE

MCNN [165] 397.6 624.1

Counting only 349.5 475.7
Multi-task 337.6 434.3

Active learning for crowd counting

We use the Shanghai Part_A dataset to evaluate our active learning approach on
Crowd counting. We use 10% of the training set as the initially labeled training
samples D (and E the remaining 90%), and set S to add 10% of the training images
in each of the T = 9 active learning cycles (see Algorithm 1). We use K = 100 in
this experiment to evaluate ranking certainty. Again we compare to the baseline of
randomly selecting images from E . The result is shown in Fig. 3.6. Our approach
performs consistently better than random selection in terms of MAE. We obtain
similar results with 20% of the training data as random approach does with 40%
– reducing the labeling effort by 50%. These results also show that performance
saturates after 60% and no further improvement is obtained by adding the last 40%
images considered least useful by the active learning algorithm. The results clearly
show that our active learning method correctly identifies the images, which when
labeled, contribute most to an improved crowd counting network.

3.6 Conclusions

We applied the learning-to-rank framework to two regression problems: Image
Quality Assessment and crowd counting. In the case of Image Quality Assessment,
the ranked data sets are formed by adding increasing levels of distortions to images.
For crowd counting, ranked sets are formed by comparing image crops which are
contained within each other: a smaller image contained in another larger one will
contain the same number or fewer persons than the larger image. Experimental
results show that for both applications results improve significantly when adding
unlabeled data for the ranking task. In addition, we have shown that the best results
are obtained when using our efficient backpropagation method in a multi-task
setting.

We have also shown that the proxy task can be used as an informativeness
measure for unlabeled images. The number of errors made on the proxy task can
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Figure 3.6 – Active learning results on Shanghai A. MAE is plotted as a function of
the percentage of labeled data from the training set.

be used to drive an active learning algorithm to select the best images to label
from a pool of unlabeled ones. These images, once added to the training set, will
most improve the performance of the network. Experimental results show that, for
both IQA and crowd counting, this method can reduce the labeling effort by a large
margin.
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Part IIContinual Learning

How do we learn new domains without forgetting old domains?





4 Rotated Elastic Weight Consolidation for
Less Catastrophic Forgetting*

4.1 Introduction

Neural networks are very effective models for a variety of computer vision tasks.
In general, during training these networks are presented with examples from all
tasks they are expected to perform. In a lifelong learning setting, however, learning
is considered as a sequence of tasks to be learned [133], which is more similar to
how biological systems learn in the real world. In this case networks are presented
with groups of tasks, and at any given moment the network has access to training
data from only one group. The main problem which systems face in such settings is
catastrophic forgetting: while adapting network weights to new tasks, the network
forgets the previously learned ones [91].

There are roughly two main approaches to lifelong learning (which has seen
increased interest in recent years). The first group of methods stores a small subset
of training data from previously learned tasks. These stored exemplars are then used
during training of new tasks to avoid forgetting the previous ones [80, 114]. The
second type of algorithm instead avoids storing any training data from previously
learned tasks. A number of algorithms in this class are based on Elastic Weight
Consolidation (EWC) [55, 67, 159], which includes a regularization term that forces
parameters of the network to remain close to the parameters of the network trained
for the previous tasks. In a similar vein, Learning Without Forgetting (LWF) [71]
regularizes predictions rather than weights. Aljundi et al. [2] learns a representation
for each task and use a set of gating autoencoders to decide which expert to use at
testing time.

EWC is an elegant approach to selective regularization of network parameters
when switching tasks. It uses the Fisher Information Matrix (FIM) to identify di-
rections in feature space critical to performing already learned tasks (and as a
consequence also those directions in which the parameters may move freely with-
out forgetting learned tasks). However, EWC has the drawback that it assumes the
Fisher Information Matrix to be diagonal – a condition that is almost never true.

In this chapter we specifically address this diagonal assumption made by the

*This chapter is based on a publication in the International Conference of Pattern Recognition
(ICPR, 2018) [76]
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Task A

Task B

Task A (diagonal approx.)

Task A

Task B

Figure 4.1 – Sequential learning in parameter space, illustrating the optimal model
parameters for tasks A and B and regions with low forgetting. The red line indicates
the learning path for task B from the previously learned solution for task A. Left:
the diagonal approximation (black ellipse) of the Fisher Information Matrix can
be poor and steer EWC in directions that will forget task A. Right: after a suitable
reparameterization (i.e., a rotation) the diagonal approximation is better and EWC
can avoid forgetting task A.

EWC algorithm. If the FIM is not diagonal, EWC can fail to prevent the network
from straying away from “good parameter space” (see Fig. 4.1, left). Our method
is based on rotating the parameter space of the neural network in such a way
that the output of the forward pass is unchanged, but the FIM computed from
gradients during the backward pass is approximately diagonal (see Fig. 4.1, right).
The result is that EWC in this rotated parameter space is significantly more effective
at preventing catastrophic forgetting in sequential task learning problems. An
extensive experimental evaluation on a variety of sequential learning tasks shows
that our approach significantly outperforms standard elastic weight consolidation.

The rest of this chapter is organized as follows. In the next section we review the
EWC learning algorithm and in Section 4.4 we describe the approach to rotating
parameter space in order to better satisfy the diagonal requirement of EWC. We give
an extensive experimental evaluation of the proposed approach in Section 4.5 and
conclude with a discussion of our contribution in Section 4.6.

4.2 Related work

An intuitive approach to avoiding forgetting for sequential task learning is to retain
a portion of training data for each task. The iCaRL method of Rebuffi et al. [114]
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is based on retaining exemplars which are rehearsed during the training of new
tasks. Their approach also includes a method for exemplar herding which ensures
that the class mean remains close even when the number of exemplars per class
is dynamically varied. A recent paper proposed the Gradient Episodic Memory
model [80]. Its main feature is an episodic memory storing a subset of the observed
examples. However, these examples are not directly rehearsed but instead are used
to define inequality constraints on the loss that ensure that it does not increase
with respect to previous tasks. A cooperative dual model architecture consisting
of a deep generative model (from which training data can be sampled) and a task
solving model is proposed in [131].

Learning without Forgetting in [71] works without retaining training data from
previous tasks by regularizing the network output on new task data to not stray far
from its original output. Similarly, the lifelong learning approach described in [113]
identifies informative features using per-task autoencoders and then regularizes the
network to preserve these features in its internal, shared-task feature representation
when training on a new task. Elastic Weight Consolidation (EWC) [55, 67, 159]
includes a regularization term that forces important parameters of the network to
remain close to the parameters of the network trained for the previous tasks. The
authors of [123] propose a task-based hard attention mechanism that preserves in-
formation about previous tasks without affecting the current task’s learning. Aljundi
et al. [2] learn a representation for each task and use a set of gating autoencoders to
decide which expert to use at testing time.

Another class of learning methods related to our approach are those based on
the Natural Gradient Descent (NGD) [3, 104]. The NGD uses the Fisher Information
Matrix (FIM) as the natural metric in parameter space. Candidate directions are
projected using the inverse FIM and the best step (in terms of decreasing loss) is
taken. The Projected NGD algorithm estimates a network reparamaterization online
that whitens the FIM so that vanilla Stochastic Gradient Descent (SGD) is equivalent
to NGD [23]. The authors of [60] show how the natural gradient can be used to
explain and classify a range of adaptive stepsize strategies for training networks.
In [35] the authors propose an approximation to the FIM for convolutional networks
and show that the resulting NGD training procedure is many times more efficient
than SGD.

4.3 Elastic weight consolidation

Elastic Weight Consolidation (EWC) addresses the problem of catastrophic forget-
ting in continual and sequential task learning in neural networks [55, 91]. In this
section we give a brief overview of EWC and discuss some of its limitations.
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4.3.1 Overview

The problem addressed by EWC is that of learning the K -th task in a network that
already has learned K −1 tasks. The main challenge is to learn the new task in a
way that prevents catastrophic forgetting. Catastrophic forgetting occurs when new
learning interferes catastrophically with prior learning during sequential neural net-
work training, which causes the network to partially or completely forget previous
tasks [91].

The final objective is to learn the optimal set of parameters θ∗1:K of a network
given the previous ones θ∗1:K−1 learned from the previous K −1 tasks.2 Each of
the K tasks consists of a training dataset Dk = (Xk ,Yk ) with samples x ∈ Xk and
labels y ∈Yk (and for previous tasks D1:K−1 = (X1, . . . ,XK−1,Y1, . . . ,YK−1)). We are
interested in the configuration θ which maximizes the posterior p1:K ≡ p (θ|D1:K ).

EWC [55] uses sequential Bayesian estimation [67] to factorize p1:K as:

log p1:K = log p (YK |XK ;θ)+ log p (θ|D1:K−1)− log p (DK |D1:K−1)+C (4.1)

where p1:K−1 is the prior model from previous tasks, pK ≡ p (θ|XK ,YK ) is the poste-
rior probability corresponding to the new task, and C is a constant factor that can
be ignored for training.

Since calculating the true posterior is intractable, EWC uses the Laplace approx-
imation to approximate the posterior with a Gaussian:

log p1:K ≈ log p (YK |XK ;θ)− λ

2

(
θ−θ∗1:K−1

)ᵀ F̃1:K−1
(
θ−θ∗1:K−1

)+C ′ (4.2)

log p1:K ≈ log p (YK |XK ;θ)− λ

2

∑
i

F̃1:K−1,i i

(
θi −θ∗1:K−1,i

)2 +C ′ (4.3)

where F̃1:K−1 is the Fisher Information Matrix (FIM) that approximates the inverse
of the covariance matrix at θ∗1:K−1 used in the Laplace approximation of log p1:l in
(4.2), and the second approximation in (4.3) assumes F̃ is diagonal – a common
assumption in practice – and thus that the quadratic form in (4.2) can be replaced
with scaling by the diagonal entries F̃1:K−1,i i of the FIM at θ∗1:K−1.

The FIM of the true distribution p
(
y |x;θ

)
is estimated as:

Fθ = Ex∼π
{
Ey∼p(y |x;θ)

[(
∂ log p

∂θ

)(
∂ log p

∂θ

)ᵀ]}
(4.4)

= Ex∼π
{
Ey∼p(y |x;θ)

[
∂2 log p

∂θ2

]}
, (4.5)

2We adapt the notation from [67] and [23].
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where π is the empirical distribution of a training set X .
This definition of the FIM as the second derivatives of the log-probability is key

to understanding its role in preventing forgetting. Once a network is trained to a
configuration θ∗, the FIM Fθ∗ indicates how prone each dimension in the parame-
ter space is to causing forgetting when gradient descent updates the model to learn
a new task: it is preferable to move along directions with low Fisher information,
since log p decreases slowly (the red line in Fig. 4.1). EWC uses Fθ∗ in the regular-
ization term of (4.2) and (4.3) to penalize moving in directions with higher Fisher
information and which are thus likely to result in forgetting of already-learned tasks.
EWC uses different regularization terms per task [55]. Instead of using (4.3), we
only use the FIM from the previous task because we found it works better, requires
storage of only one FIM, and better fits the sequential Bayesian perspective (as
shown in [45]).

4.3.2 Limitations of EWC

Assuming the FIM to be diagonal is a common practice in the Laplace approxi-
mation for two reasons. First, the number of parameters is reduced from O(N 2)
to O(N ), where N is the number of elements in parameter space θ, so a diagonal
matrix is much more efficient to compute and store. Additionally, in many cases the
required matrix is the inverse of the FIM (for example in NGD methods [3]), which
is significantly simpler and faster to compute for diagonal matrices.

However, in the case of sequential learning of new tasks with EWC, the diagonal
FIM assumption might be unrealistic – at least in the original parameter space. On
the left of Fig. 4.1 is illustrated a situation where a simple Gaussian distribution (solid
blue ellipse) is approximated using a diagonal covariance matrix (black ellipse).

By rotating the parameter space so that ∂ log p
∂θ are aligned (on average) with the

coordinate axes (Fig. 4.1, right), the diagonal assumption is more reasonable (or
even true in the case of a Gaussian distribution). In this rotated parameter space,
EWC is better able to optimize the new task while not forgetting the old one.

The example in Fig. 4.2 (Left) shows the FIM obtained for the weights in the
second layer of a multilayer perceptron trained on MNIST [140] (specifically, four
dense layers with 784, 10, 10, and 10 neurons). The matrix is clearly non-diagonal,
so the diagonal approximation misses significant correlations between weights and
this may lead to forgetting when using the diagonal approximation. The diagonal
only retains 40.8% of the energy of the full matrix in this example.
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Figure 4.2 – Fisher Information Matrix: (Left) original and (Right) rotated using the
proposed technique. The range is color coded and normalized for better visualiza-
tion.

4.4 Rotated elastic weight consolidation

Motivated by the previous observation, we aim to find a reparameterization of the
parameter space θ. Specifically, we desire a reparameterization which does not
change the feed-forward response of the network, but that better satisfies the as-
sumption of diagonal FIM. After reparameterization, we can assume a diagonal FIM
which is efficiently estimated in that new parameter space. Finally, minimization
by gradient descent on the new task is also performed in this new space.

One possible way to obtain this reparameterization is by computing a rotation
matrix using the Singular Value Decomposition (SVD) of (4.4). Note that this de-
composition is performed in the parameter space. Unfortunately, this approach has
three problems. First, the SVD is extremely expensive to compute on very large ma-
trices. Second, this rotation ignores the sequential structure of the neural network
and would likely catastrophically change the feed-forward behavior of the network.
Finally, we do not have the FIM in the first place.

4.4.1 Indirect rotation

In this section we show how rotation of fully connected and convolutional layer
parameters can be applied to obtain a network for which the assumption of diagonal
FIM is more valid. These rotations are chosen so as to not alter the feed-forward
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response of the network.
For simplicity, we first consider the case of a single fully-connected layer given by

the linear model y =W x, with input x ∈Rd1 , output y ∈Rd2 and weight matrix W ∈
Rd2×d1 . In this case θ = W , and to simplify the notation we use L = log p

(
y|x;W

)
.

Using (4.4), the FIM in this simple linear case is (after applying the chain rule):

FW = Ex∼π
y∼p

[(
∂L

∂y

∂y

∂W

)(
∂L

∂y

∂y

∂W

)ᵀ]
= Ep∼π

[(
∂L

∂y

)
xxᵀ

(
∂L

∂y

)ᵀ]
. (4.6)

If we assume that ∂L
∂y and x are independent random variables we can factorize

(4.6) as done in [23]:

FW = Ex∼π
y∼p

[(
∂L

∂y

)(
∂L

∂y

)ᵀ]
Ex∼π

[
xxᵀ

]
, (4.7)

which indicates that we can approximate the FIM using two independent factors
that only depend on the backpropagated gradient at the output ∂L

∂y and on the input
x, respectively. This result also suggests that there may exist a pair of rotations of the
input and the output, respectively, that lead to a rotation of FW in the parameter
space W .

In fact, these rotation matrices can be obtained as U1 ∈Rd1×d1 and U2 ∈Rd2×d2

from the following SVD decompositions:

Ex∼π
[
xxᵀ

]=U1S1V ᵀ
1 (4.8)

Ex∼π
y∼p

[(
∂L

∂y

)(
∂L

∂y

)ᵀ]
=U2S2V ᵀ

2 (4.9)

Since both rotations are local, i.e. they are applied to a single layer, they can be
integrated in the network architecture as two additional (fixed) linear layers x′ =U1x
and y =U2y′ (see Fig. 4.3).

The new, rotated weight matrix is then:

W ′ =Uᵀ
2 W Uᵀ

1 . (4.10)

Thus, that the forward passes of both networks in Fig. 4.3 is equivalent since
U2W ′U1 = W . In this way, the sequential structure of the network is not broken,
and the learning problem is equivalent to learning the parameters of W ′ for the new
problem y′ =W ′x′. The use of layer decomposition with SVD was also investigated
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Figure 4.3 – Reparameterization of a linear layer W as W ′ using two additional linear
layers U1 and U2.

in the context of network compression [69, 90]. However this SVD analysis was
based on layer weight matrices and the original network layer was only decomposed
into two new layers.

The training procedure is exactly the same as in (4.1), but using x′, y′ and W ′
instead of x, y and W to estimate the FIM and to learn the weights. The main
difference is that the approximate diagonalization of W in W ′ will be more effective
in preventing forgetting using EWC. Fig. 4.2 (Right) shows the resulting matrix after
applying the proposed rotations in the previous example. Note that most of the
energy concentrates in fewer weights and it is also better conditioned for a diagonal
approximation (in this case the diagonal retains 74.4% of the energy).

Assuming a block-diagonal FIM, the extension to multiple layers is straightfor-
ward by applying the same procedure layer-wise using the corresponding inputs
instead of x and backpropagated gradients to the output of the layer as ∂L

∂y (that is,

estimating the FIM for each layer, and computing layer-specific U1, W ′ and U2). In
Algorithm 3 we describe the reparameterization used in the training process.

4.4.2 Extension to convolutional layers

The method proposed in the previous section for fully connected layers can be
applied to convolutional layers with only slight modifications. The rotations are
performed by adding two additional 1×1 convolutional layers (see Fig. 4.4).

60



4.4. Rotated elastic weight consolidation

Figure 4.4 – Reparameterization of a convolutional layer K as K ′ using two additional
1×1 convolutional layers U1 and U2 as rotations.

Assume we have an input tensor x∈Rw1×h1×d1 , a kernel tensor K ∈Rwk×hk×d1×d2 ,
and that the corresponding output tensor is y∈Rw2×h2×d2 . For convenience let
the mode-3 fiber3 of x be xl ,m = (

xl ,m,i |i = 1, . . . ,d1
)ᵀ and of the output gradient

tensor ∂L
∂y as zl ,m =

((
∂L
∂y

)
l ,m,i

|i = 1, . . . ,d2

)ᵀ
. Note that each xl ,m and zl ,m are d1-

dimensional and d2-dimensional vectors, respectively. Now we can compute the
self-correlation matrices averaged over all spatial coordinates as:

X = 1

w1h1

w1∑
l=1

h1∑
m=1

xl ,m xᵀl ,m (4.11)

Z = 1

w2h2

w2∑
l=1

h2∑
m=1

zl ,m zᵀl ,m , (4.12)

3A mode-i fiber of a tensor is defined as the vector obtained by fixing all its indices but i . A slice of a
tensor is a matrix obtained by fixing all its indices but two. See [56] for more details.
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Algorithm 3 : Incremental task learning.

Input: Dk = (Xk ,Yk ), training samples in per-class sets.
Require: Initial parametersΘ0, total number of tasks K
for k = 1, . . . ,K

if k=1
Θ← UPDATE((Xk ,Yk ),Θ0, 0)

else

FΘ ← COMPUTE_FIM((Xk−1,Yk−1) ,ΘR )

ΘR ← UPDATE((Xk ,Yk ) ,ΘR ,FΘ)

Θ ← COMBINE(ΘR )

ΘR ← ROTATE(Θ)
end for

UPDATE((Xk ,Yk ) ,ΘR ,F ) above fits the model for task k using EWC, with rotated
parameters ΘR , and FIM F (0 is the zero matrix). COMBINE(ΘR ) fuses current
parameters before computation of new rotated parameters for the coming tasks.

and compute the decompositions of (4.8) and (4.9) as

Ex∼π [X ] =U1S1V ᵀ
1 (4.13)

Ex∼π
y∼p

[Z ] =U2S2V ᵀ
2 . (4.14)

We define Kl ,m = (
kl ,m,i , j |i = 1, . . . ,d1, j = 1, . . . ,d2

)
, which is a slice3 of the kernel

tensor K . The rotated slices are then obtained as:

K ′
l ,m =Uᵀ

2 Kl ,mUᵀ
1 . (4.15)

and the final rotated kernel tensor K ′ ∈Rwk×hk×d1×d2 is obtained simply by tiling all
slices K ′

l ,m computed for every l and m.

4.5 Experimental results

In this section we report on a number of experiments comparing our approach to
EWC [55] and other baselines.4

4Code available at: https://github.com/xialeiliu/RotateNetworks
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4.5. Experimental results

Table 4.1 – Ablation study on Disjoint MNIST when T =2. Numbers in bold indicate
the best performing configuration of each method. All versions of R-EWC that rotate
fully-connected layers significantly outperform EWC.

λ= 1 λ= 10 λ= 100 λ= 1000 λ= 10000
T1 T2 T1 T2 T1 T2 T1 T2 T1 T2

FT 6.1 97.6 6.1 97.6 6.1 97.6 6.1 97.6 6.1 97.6
EWC [55] 66.8 90.9 75.3 95.6 85.8 92.8 78.4 93.7 81.0 88.8

R-EWC - conv only 62.7 89.2 67.5 96.1 80.4 91.4 84.7 93.1 75.5 93.7
R-EWC - fc only 78.9 95.3 79.0 95.8 87.4 93.5 93.0 82.3 94.3 88.0

R-EWC - all 77.2 96.7 91.7 91.2 86.9 95.9 96.3 81.1 92.1 86.0
R-EWC - all no last 71.5 91.8 84.9 97.0 91.6 94.5 94.6 88.4 97.9 79.4

4.5.1 Experimental settings

Datasets. We evaluate our method on two small datasets and three fine-grained
classification datasets: MNIST [140], CIFAR-100 [57], CUB-200 Birds [143] and
Stanford-40 Actions [157]. Each dataset is equally divided into T groups of classes,
which are seen as the sequential tasks to learn. In the case of the CUB-200 dataset,
we crop the bounding boxes from the original images and resize them to 224×224.
For Actions, we resize the input images to 256×256, then take random crops of
size 224×224. We perform no data augmentation for the MNIST and CIFAR-100
datasets.

Training details. We chose the LeNet [64] and VGG-16 [135] network architectures,
which are slightly modified due to the requirements of different datasets. For MNIST,
we add 2×2 padding to the original 28×28 images to obtain 32×32 input images for
LeNet. LeNet is trained from scratch, while for CIFAR-100 the images are passed
through the VGG-16 [135] network pre-trained on ImageNet, which has been shown
to perform well when changing to other domains. The input images are 32×32×3
and this provides a feature vector of 1×1×512 at the end of the pool5 layer. We use
those feature vectors as an input to a classification network consisting of 3 fully-
connected layers of output dimensions of 256, 256 and 100, respectively. For the
two fine-grained datasets, we fine-tune from the pre-trained model on ImageNet.
To save memory and limit computational complexity, we add a global pooling layer
after the final convolutional layer of VGG-16. The fully-connected layers used for
our experiments are of size 512, 512 and the size of the output layer corresponding
to the number of classes in each dataset. The Adam optimizer is used with a learning
rate of 0.001 for all experiments. We train for 5 epochs on MNIST and for 50 epochs
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Table 4.2 – Comparison EWC / R-EWC for T =2.

EWC [55] (T1 / T2) R-EWC (T1 / T2)

MNIST 89.3 (85.8 / 92.8) 93.1 (91.6 / 94.5)
CIFAR-100 37.5 (23.5 / 51.5) 42.5 (30.2 / 54.7)

CUB-200 Birds 45.3 (42.3 / 48.6) 48.4 (53.3 / 45.2)
Stanford-40 Actions 50.4 (44.3 / 58.4) 52.5 (52.3 / 52.6)

on the other datasets.

Evaluation protocols. In our experiments, we share all layers in the networks
across all tasks during training, which allows us to perform inference without ex-
plicitly knowing the task. We report the classification accuracy of each previous
task T −1 and the current task T after training on the T -th task. When the number
of tasks is large, we only report the average classification accuracy over all trained
tasks.

Lifelong learning is evaluated in two settings depending on knowledge of the
task label at inference time. Here we consider the more difficult scenario where task
labels are unknown, and results cannot be directly compared to methods which
consider labels [80, 114, 131]. As a consequence our method is implemented with
as the last layer in a single network head, which is also used in [14]. During training
we increase the number of output neurons as new tasks are added.

4.5.2 Disjoint MNIST comparison and ablation study

We use the disjoint MNIST dataset [140], which assigns half of the numbers as task
1 and the rest as task 2. We compare our method (R-EWC) with fine-tuning (FT) and
Elastic Weight Consolidation (EWC) [55]. First, task 1 is learned from scratch on
the LeNet architecture. For FT, task 2 is learned starting from task 1 as initialization.
For EWC and R-EWC, task 2 is learned according to the corresponding method. In
addition, we also train task 2 with only applying R-EWC to the convolutional layers
(conv only), to fully connected layers (fc only), and to all layers except for the last
fully-connected (all no last).

Table 4.1 compares the performance of the proposed methods for different val-
ues for the trade-off parameter λ between classification loss and FIM regularization.
Results were obtained using 200 randomly selected samples (40 per class) from the
validation set for computing the FIM. Each experiment was executed 3 times and
the results in Table 4.1 are the average.
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Results show that R-EWC clearly outperforms FT and EWC for all λ, while the
best trade-off value might vary depending on the layers involved. As expected, lower
values of the trade-off tend towards a more FT strategy where task 1 is forgotten
more quickly. On the other hand, larger values of the trade-off give more importance
to keeping the weights useful for task 1, avoiding catastrophic forgetting but also
making task 2 a bit more difficult to learn. In conclusion, the improvement of our
proposed method over EWC is that while maintaining similar task 2 performance, it
allows for much less catastrophic forgetting on task 1. We have observed that during
training the regularized part of the FIM is usually between 10−2 to 10−4, which could
explain why values around λ=100 give a more balanced trade-off.

4.5.3 Comparison with EWC on two tasks

We further compare EWC and R-EWC on several larger datasets divided into two
tasks – that is, in which all datasets are divided into 2 groups with an equal number
of classes. The network is trained on task 1 as usual, and then both methods are
applied for task 2. After the learning process is done, we evaluate the two tasks
again. The accuracy for each task and average accuracy of two tasks are reported in
Table 4.2. Results show that our method clearly outperforms EWC for all datasets
with an absolute gain on accuracy of R-EWC over EWC that varies from 2.1% to 5%.
When comparing the accuracy on the first task only, R-EWC forgets significantly
less in all cases while attaining similar accuracy on the second task.

4.5.4 Comparison with EWC on more tasks

We compare both EWC and R-EWC when having more tasks for datasets with
larger images. We divide both CUB-200 Birds and Stanford-40 Actions datasets into
four groups of an equal number of classes. We train a network on task 1 for both
methods and proceed to iteratively learn the other tasks one at a time, while testing
the performance at each stage. Results are shown in Figure 4.5, where we observe
that the accuracy decreases with increasing number of tasks for both methods as
expected. However, R-EWC outperforms EWC consistently, by a margin that grows
larger as more tasks are learned on Stanford-40 Actions dataset. Note that in lifelong
learning settings it becomes more difficult to balance performance of new tasks as
the number of previous learned tasks increases. Results for all previous tasks after
training the T -th task on Stanford-40 Actions are given in Table 4.3. For each single
previous task, our method manages to avoid forgetting better than EWC.
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Figure 4.5 – Comparison with EWC when T =4 on CUB-200 Birds and Stanford-40
Actions datasets.

Table 4.3 – Comparison EWC / R-EWC for T =4 on Stanford Actions.

Current Accuracy
Task T1 T2 T3 T4 Average

T1 81.5 / 81.5 - - - 81.5 / 81.5
T2 49.5 / 55.4 75.8 / 81.5 - - 62.0 / 69.0
T3 6.1 / 18.8 45.1 / 48.7 69.9 / 72.1 - 40.3 / 47.2
T4 0.0 / 12.0 7.0 / 31.3 44.5 / 56.9 46.8 / 50.9 23.0 / 37.2

4.5.5 Comparison with the state-of-the-art

We compare our method (R-EWC) with fine-tuning (FT), Elastic Weight Consolida-
tion (EWC) [55], Learning without Forgetting (LwF) [71] and Expert Gate (EG) [2].
We exclude methods which use samples of previous tasks during training of new
tasks. We split the CIFAR-100 dataset [57] into 4 groups of classes, where each
group corresponds to a task. For EG, the base network is trained on the 4 tasks
independently, and for each of them we learn an auto-encoder with dimensions
4096, 1024 and 100, respectively. For FT, each task is initialized with the weights of
the previous one. In addition, an UpperBound is shown by learning the newer tasks
with all the images for all previous tasks available.

Results are shown in Figure 4.6, where we clearly see our method outperforms
all others. FT usually performs worse compared to other baselines, since it tends
to forget the previous tasks completely and is optimal only for the last task. EG
usually has higher accuracy when the tasks are easy to distinguish (on CUB-200 and
Stanford Actions, for example), however it is better than FT but worse than other
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Figure 4.6 – Comparison with the state-of-the-art on CIFAR-100.

baselines in this setting since the groups are randomly sampled from the CIFAR-100
dataset. EWC performs worse than LwF, however our method gains about 5% over
EWC and achieves better performance than LwF. While our method still performs
worse than the UpperBound, this baseline requires all data at all training times and
can not be updated for new tasks.

4.6 Conclusions

EWC helps to prevent forgetting but is very sensitive to the diagonal approximation
of the FIM used in practice (due to the large size of the full FIM). We show that
this approximation discards important information for preventing forgetting and
propose a reparametrization of the layers that results in more compact and more
diagonal FIM. This reparametrization is based on rotating the FIM in the parameter
space to align it with directions that are less prone to forgetting. Since direct rotation
is not possible due to the feedforward structure of the network, we devise an indirect
method that approximates this rotation by rotating intermediate features, and that
can be easily implemented as additional convolutional and fully connected layers.
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However, the weights in these layers are fixed, so they do not increase the number of
parameters. Our experiments with several tasks and settings show that EWC in this
rotated space (R-EWC) consistently improves the performance compared to EWC
in the original space, obtaining results that are comparable or better than other
state-of-the-art algorithms using weight consolidation without exemplars.
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5 Generative Feature Replay for Task-agnostic
Continual Learning1

5.1 Introduction

Humans and animals are capable of continually acquiring and updating knowl-
edge throughout their lifespan. The ability to accommodate new knowledge while
retaining previously one is referred to as continual learning, which is essential to
building artificially intelligent systems. Current deep neural networks have achieved
impressive performance in many benchmarks, comparable and even better than
humans (e.g. image classification [38]). However, when trained for another task,
the networks forget almost completely the previous ones, due to the problem of
catastrophic interference [91] between the new and previous tasks.

Motivated by this limitation, continual learning has become a very active re-
search topic in recent years. Several approaches, inspired in part by biological
systems, have been proposed for overcoming this catastrophic forgetting. The first
category of approaches propose regularizers that can limit the plasticity of the
network while training on new tasks so the network remains stable for previous
tasks [1, 55, 71, 159]. Another type of approach is to dynamically increase the ca-
pacity of the network to accommodate new tasks [66, 116, 123], often combined
with task-dependent masks on the weights [87, 88] or activations [123] to reduce the
chance of catastrophic interference. A third approach relies on using a fraction of
data from the previous tasks while learning new tasks. These data can be real sam-
ples (rehearsal) [14, 80, 114] or synthetic samples, replayed by generative models
learned during previous tasks (also known as pseudorehearsal) [115, 131, 150].

Another fundamental problem that arises in continual learning, although less
studied than catastrophic forgetting, is how to aggregate the current to the previ-
ously learned tasks in a task-agnostic network. Most works in continual learning
tend to assume that the task is known during inference, which greatly simplifies
training and inference since each task-specific classifier is trained independently.

Generative replay approaches can address both forgetting and task-agnostic
classification. However, previous works have focused on replaying full images [97,
101, 131, 150], which is inefficient. Current state-of-the-art image generation mod-

1This chapter is under submission at the Conference of Computer Vision and Pattern Recognition
(CVPR, 2020)
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els [10, 53] struggle to generate high-quality and realistic images from limited data.
Motivated by recent works on zero- and few-shot learning [152, 153], in this

chapter we study feature generation applied to two specific problems of continual
learning: catastrophic forgetting and task aggregation for task-agnostic classifi-
cation. We visualize and analyze how and where the network is forgetting, and,
based on this analysis, we design a hybrid model which combines generative feature
replay at the classifier level and distillation in the feature extractor. We show that
this effectively mitigates forgetting and is computationally efficient and scalable.
To our knowledge, we are the first to investigate the potential of generative feature
replay for continual learning.

5.2 Related work

In addition to distillation, catastrophic forgetting can be partially mitigated by
weight regularization. Elastic Weight Consolidation (EWC) [55] regularizes network
parameters using a diagonal approximation the Fisher Information Matrix (FIM).
R-EWC (introduced in Chapter 4) proposes a better approximation of FIM using a
re-parameterization of the layers. Scalable versions of the EWC have been proposed
concurrently in [14] and [116]. The regularization strength can be also computed
online by accumulating gradients [159]. and in an unsupervised manner using
sensitivity analysis [1]. Rehearsal methods save and exploit data from previous
tasks, such as real samples [114] or gradients [15, 80].

Memory replay for continual learning has been explored at the image level
with different generative models, including autoencoders [54], GANs [131] and
conditional GANs [101, 121, 150]. Training generative image models is difficult
and most works focus on the design of new models [10, 53, 82, 110], losses [5,
36], regularization [94] and conditioning mechanisms [92, 95]. Recently, Xian et
al. [152, 153] proposed feature generation to overcome the lack of visual training
data in zero- and few-shot learning, where maps to unseen/few-shot classes are
learned by synthesizing CNN features. We use feature generation as memory replay
mechanism to prevent forgetting in task-agnostic continual learning.

5.3 Analyzing continual learning in feature extractor
and classifier

In this section we take a closer look at how forgetting affects the feature extractor
and the classifier.
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Figure 5.1 – Preventing forgetting in feature extractor and classifier. The proposed
method combines generative replay in the classifier layer and distillation in the
early layers (i.e. feature extractor).

5.3.1 Continual learning in classification networks

Classification model and task. We consider classification tasks learned from a
dataset D = {(xi , li )}N

i=1, where xi ∈ X is the i th image, li ∈ C is the correspond-
ing label (from a vocabulary of K classes) and N is the size of the dataset. The
classifier network has the form y = C (x;θ,V ) = H (F (x;θ) ;V ) , where we explic-
itly distinguish between feature extractor F (x;θ), parametrized by θ, and classifier
H (u;V ) =A (V u), where V is a matrix projecting the output of the feature extrac-
tor u to the class scores (in the following we omit parameters θ and V ), and A

is the softmax function that normalizes the scores to class probabilities. During
training we minimize the cross-entropy loss between true labels and predictions
LCE (D) =−ΣN

i=1li ·logyi , where li is the one-hot representation of class label li ∈C .

Continual learning. We consider the continual learning setting where T classifi-
cation tasks are learned independently and in sequence from the corresponding
datasets D1, . . . ,Dt , . . . ,DT . The resulting model Ct after learning task t has feature
extractor Ft and classifier Ht . We assume that the classes in each task are disjoint,
i.e. Ct

⋂
Ct ′ =; for all t ′ 6= t . Ideally, after learning task t , the model can perform

inference on all tasks t ′ ≤ t (i.e. it remembers current and previous tasks).

Task awareness. There are two evaluation scenarios: task-aware classification
and task-agnostic classification, depending on whether the task index t is known or
unknown at inference time. The former is a simpler problem where the potential
predictions are limited to Ct , and it is often addressed using a multi-head architec-
ture where classifiers H1, . . . , Ht are indepedent. In the case of multi-head networks
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Figure 5.2 – CCA similarity between features at different layers for different continual
learning methods (CIFAR-100, four tasks with 25 classes each).

we denote the class probability estimated at head j by model Ct as yt , j = C j
t (x).

Task-agnostic classification is more complex, since it requires predictions over the
aggregated class space, i.e. C ′

t =
⋃t

j=1 C j .

Catastrophic forgetting. The challenge in continual learning lies in dealing with
the interference between learning the new task (observing new data from Dt ) and
not forgetting the previous ones 1, . . . , t −1. This occurs because parameters are
shared across tasks. If the underlying distributions of data for the new and previous
tasks are not the same (e.g. domain or task shift), this interference will cause
performance to drop, which is known as (catastrophic) forgetting.

Figure 5.2 (far left) illustrates the effect of continual learning (via simply fine-
tuning the network on new tasks) over features extracted at different layers of
the network. Forgetting is measured using Canonical Correlation Analysis (CCA)
similarity2 between the features extracted for task t ′ ≤ t by model Ct and the optimal
model Ct ′ (i.e. trained at time t ′ with Dt ′ ). Earlier features remain fairly correlated,
while the correlation decreases progressively with increasing layer depth. This
suggests that forgetting in higher-level features is more pronounced, since they
become progressively more task-specific, while lower features are more generic and
closer to the visual domain of the task.

2CCA similarity computes the similarity between distributed representations even when they are not
aligned. This is important, since learning new tasks may change how different patterns are distributed in
the representation. We use SVCCA [111] which first removes noise using singular value decomposition
(SVD).
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5.3.2 Learning without forgetting

A popular method to prevent forgetting in task-aware classification is Learning
without Forgetting (LwF) [71], which keeps a copy of the model Ct−1 before learning
the new task and distills its predicted probabilities into the new model Ct (which
may otherwise suffer interference from the current task t). In particular, LwF
uses a modified cross-entropy loss over each head of previous tasks: LLwF (Xt ) =
−Ex∼XtΣ

t−1
j=1ỹt−1, j · log ỹt , j where probabilities ỹ are further renormalized from the

output probabilities y as ỹ (c) = (
y (c)

)1/T
/ΣK

k=1

(
y (k)

)1/T
(with temperature T = 2).

Note that the probabilities yt−1, j and yt , j are always estimated with current
input samples x ∈Xt , since data from previous tasks is not available. Since tasks
are different, there is a distribution shift in the visual domain (i.e. yt−1, j if extracted
from x ∈Xt−1 instead of x ∈Xt ), which can reduce the effectiveness of distillation
when the domain shift from Xt−1 to Xt is large. Figure 5.2 shows how LwF helps to
increase the CCA similarity for previous tasks at the classifier and higher-level layers,
effectively alleviating forgetting and maintaining higher accuracy for previous tasks
than fine tuning. However, the correlation at middle and lower-level layers in the
feature extractor remains similar or lower to the case of fine tuning, which may be a
problem since representations at those level seem to experience forgetting. This
may be caused by the shift due by probing with images from the latest task instead
of a previous one and that the distillation constraint on the probabilities is too loose
to enforce correlation in intermediate features.

Another limitation of LwF is that it was designed for task-aware classification
with multiple heads. A naive extension to task-agnostic classification consists sim-
ply in selecting the class with maximum probability out of the aggregated outputs
of all heads. However, each head of the classifier is unaware of the others and the
resulting probabilities are not calibrated, leading to poor performance. This prob-
lem is not limited to LwF, but to all task-aware multi-head approaches. Generative
replay provides a possible solution to this issue.

5.3.3 Generative image replay

The lack of training images for previous tasks in continual learning has been ad-
dressed with a generator of images from previous tasks and using them during the
training of current and future tasks [97, 101, 131, 150]. We consider conditional GAN
with Projection Discriminator [95], which can control the class of generated images.
At time t , the image generator samples images x̂ =Gt−1 (c,z) where c is the desired
class and z is a random latent vector sampled from a simple distribution (typically
a normalized Gaussian). These generated images are combined with current data
in an augmented dataset D′

t = {(x̂i , l̂i )}NR
i=1 ∪Dt , where x̂i = Gt−1(l̂i ,zi ) and NR is
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Figure 5.3 – Proposed framework. Distillation and feature generation are used
during training to prevent forgetting previous tasks. Once the task is learned, the
feature generator is updated with adversarial training and distillation to prevent
forgetting in the generator.

the number of replayed images for previous tasks (typically distributed uniformly
across tasks and classes).

Generative image replay, while appealing, has numerous limitations in practice.
First, real images are high dimensional representations and the image distribution
of a particular task lies in a narrow yet very complex manifold. This complexity
requires deep generators with many parameters and are computationally expensive,
difficult to train, and often highly dependent on initialization [81]. Training these
models requires large amounts of images, which is rarely the case in continual
learning. Even with enough training images, the quality of the generated images
is often not unsatisfactory as training data for the classifier, since they may not
capture relevant discriminative features. Figure 5.2 shows the CCA similarity for
class-conditional GAN. It shows a similar pattern to LwF and fine tuning with the
similarity decreasing especially in intermediate layers.

5.4 Feature distillation and generative feature replay

Motivated by the previous observations, we propose generative feature reply as an
alternative to images. We combine feature distillation and feature replay in a hybrid
model that is effective, efficient, and allows robust task-agnostic classification
(see Figure 5.1 right). In particular, we use distillation at the output of the feature
extractor in order to prevent forgetting in the feature extractor, while using feature
replay of the same features to prevent forgetting in the classifier.

Our framework consists of three modules: feature extractor, classifier, and
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feature generator. To prevent forgetting we also keep a copy of the previous feature
extractor, classifier and feature generator. Figure 5.3 illustrates continual learning
in our framework. The classifier Ht and feature extractor Ft for task t are implicitly
initialized with Ht−1 and Ft−1 (which we duplicate and freeze) and trained using
feature replay and feature distillation. When the feature extractor and classifier are
trained, we then freeze them and then train the feature generator Gt (implicitly
initialized as Gt−1, which we may copy, freeze, and then use to prevent forgetting in
the generator).

5.4.1 Feature extractor with feature distillation

We prevent forgetting in Ft by distilling the features extracted by Ft−1 via the follow-
ing L2 loss:

L FD
Ft

(Xt ) = Ex∼Xt

[‖Ft (x)−Ft−1 (x)‖2
]

.

Note that in this case there are not multiple losses in multiple heads because the
feature u is shared, and the loss can be applied on any features (e.g. tensors).
The classifier heads of previous tasks remain unchanged. This enforces a more
strict spatially-aware alignment than the temperature-scaled cross-entropy on
the probabilities used by LwF. Note in Figure 5.2 (center) how the CCA similarity
compared with LwF increases in the layers of the feature extractor. However, we
observed that the accuracy drops almost to that of fine tuning, suggesting that the
classifier is still critical to avoiding forgetting.

5.4.2 Feature generator

To prevent forgetting in the classifier we train a feature generator Gt to model the
conditional distribution of features pu (u|c) as u =Gt (z), and sample from it while
learning future tasks. We evaluated two variants: Gaussian class prototypes and
conditional GAN with replay alignment.

Gaussian class prototypes. We represent each class c of a task t as a simple Gaus-
sian distribution Gt (c,z) =G (c)

t (c,z) =N (u;µ(c)
t ,Σ(c)

t ), where N (·; ·, ·) is a Gaussian
distribution whose parameters are estimated using {u = Ft (xi ) ,∀ (xi , li ) ∈Dt , li = c}.
This variant has the advantage of compactness and efficient sampling.

Conditional GAN with replay alignment. To generate more complex distributions
and share parameters across classes and tasks, we also consider GANs as generators.
For example, the Wasserstein GAN adapted to feature generation and continual

75



Chapter 5. Generative Feature Replay for Task-agnostic Continual Learning

learning uses the following losses (after learning task t and before task t +1):

L WGAN
D t

(Xt ) =−Eu∼Dt [D t (c,Ft (x))]+Ez∼pz ,c∼{1,...,Kt } [D t (c,Gt (c,z))]

L WGAN
Gt

(Xt ) =−Ez∼pz ,c∼{1,...,Kt } [D t (c,Gt (c,z))]

L RA
Gt

=Σt−1
j=1Σ

K j −1
c=1 Ez∼pz

[‖Gt (c,z)−Gt−1 (c,z)‖2
2

]
,

where L RA
Gt

is the replay alignment loss (which can be seen as a type of distilla-
tion) [150]. The replay alignment loss encourages the current generator Gt to replay
exactly the same features as Gt−1 when conditioned on a given previous class c
and a given latent vector z [150]. We use a discriminator D t during the adversar-
ial training, which alternates updates of D t and Gt (i.e. minD t L WGAN

D t
(Xt ) and

minGt L WGAN
Gt

(Xt )+L RA
Gt

, respectively).

5.4.3 Task-agnostic classifier

We are interested in a single head architecture that provides well-calibrated, task-
agnostic predictions, which naturally arises if all tasks are learned jointly when all
data is available. In our case we extend the last linear layer Vt−1 to Vt by increasing
its size to accommodate the projection to Ct . The softmax is also extended to this
new size. During training we combine the available real data for the current task
(fed to Ft ) with generated features for previous tasks {(ûi , l̂i )}NR

i=1. Since we only train
a linear layer with features, this process is efficient.

Figure 5.2 (far right) shows that our method (trained for task-agnostic classi-
fication) is capable of preserving similar representations for previous tasks at all
layers, including the classifier. Our combination of distillation and replay maintains
higher classification accuracy accross all tasks, effectively addressing the problems
of forgetting and task aggregation.

5.5 Experimental results

Our evaluation involves classification datasets that we split into disjoint subsets of
classes, which are learned sequentially as separate tasks.

Datasets. We evaluate performance on two datasets: CUB-200-2011 [149] and
CIFAR-100 [57]. We resize images from CUB-200-2011 to 256×256, randomly sample
224×224 crops during training, and use the center crop during testing. CIFAR-100
images are padded with 4 pixels, from which 32×32 crops are randomly sampled.
The original center crop is used for testing. Random horizontal flipping is used as
data augmentation.
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Table 5.1 – Comparison with other methods on CIFAR-100 for the 4-task scenario.

Task-agnostic Task-aware
T1 T2 T3 T4 Ave T1 T2 T3 T4 Ave

LwF

83.5

42.5 27.1 21.5 43.7

83.5

61.0 41.5 37.6 55.9
EWC 53.8 33.0 26.2 49.1 69.0 54.2 54.0 65.2
MAS 47.8 33.2 27.8 48.1 66.7 52.9 54.9 64.5
Generative Image Replay 37.4 25.4 18.6 41.5 40.2 33.4 34.0 48.0
Feature Distillation + Gaussian 54.2 44.0 37.1 54.7 69.5 62.6 61.0 69.2
Feature Distillation + GAN 56.3 46.8 41.0 56.9 68.5 63.3 62.3 69.4

Table 5.2 – Ablation study of different regularization methods on CIFAR-100.

Task-agnostic Task-aware
T1 T2 T3 T4 Ave T1 T2 T3 T4 T5

EWC + GAN
83.5

40.8 26.8 21.2 43.1
83.5

69.6 55.2 49.4 64.4
MAS + GAN 40.2 26.0 20.9 42.7 64.9 52.4 56.4 64.3
Feature Distillation + GAN 56.3 46.8 41.0 56.9 68.5 63.3 62.3 69.4

Training details. We use Pytorch as our framework [105]. We use ResNet-101 [40]
pretrained on ImageNet for CUB-200-2011. For CIFAR-100, we modify the ResNet-
18 network to use 3×3 kernels for the first convolutional layer, and train the model
from scratch. We train each classification task for 200 epochs and GANs for 500
epochs. The Adam optimizer is used in all the experiments, and the learning rate
on CIFAR-100 for classification is 1e-3 and for GANs is 1e-4. On CUB-200-2011, we
reduce the learning rate to 1e-5.

Evaluation protocol. We evaluate the average overall accuracy of all previous
tasks combined with current task for both task-aware and task-agnostic continual
learning.

5.5.1 Continual learning on CIFAR-100 for the 4-task scenario

We first compare the best results obtained by our approach with other methods.
Then we report on an ablation study the illustrated different aspects of our method.

Comparison with other methods. We divide CIFAR-100 dataset into 4 tasks and
compare our approach with several state-of-the-art methods: LwF [71], EWC [55],
MAS [1] and generative image replay[131, 150]. We train the first three methods
using multi-head networks, where each task has a separate head since they will
not work with single-head when there are no exemplars. For task-agnostic we
simply pick the maximum probability across all heads. We found this to be a very
strong baseline for task-agnostic learning, as shown in Table 5.1. Our method
outperforms all baselines by a large margin, especially in the task-agnostic case.
EWC and MAS perform similar in terms of average accuracy across all tasks, but our
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Table 5.3 – Ablation study of replaying different feature on CIFAR-100 for the 4-task
scenario.

Task-agnostic Task-aware
T1 T2 T3 T4 Ave T1 T2 T3 T4 Ave

Pixel

83.5

37.4 25.4 18.6 41.5

83.5

40.2 33.4 34.0 48.0
Conv1 35.8 13.3 6.3 34.5 44.6 22.9 15.5 41.4
Block 1 37.7 22.1 10.2 38.2 48.9 33.4 20.3 46.3
Block 2 39.6 21.2 14.2 39.4 53.3 36.9 32.1 51.2
Block 3 61 40.4 35.8 55.2 75.7 61.8 56.4 69.3
Final layer 56.3 46.8 41.0 56.9 68.5 63.3 62.3 69.4

approach is about 7% higher than both. Note that all methods work much better
in the task-aware setting, which confirms that task-agnostic continual learning is
more challenging. Our method surpasses MAS by 4.9%. We combine the generated
images and data from current task to train a classifier jointly. However, it does not
perform well on previous tasks due to the mismatch between the generated and
real distribution. Joint training refers to training with all data for all tasks, which
serves as upper bound.

Ablation study on the 4-task scenario. As illustrated in Table 5.1, Gaussian class
prototypes work surprisingly well compared to our GAN variant. It is 1.7% worse for
task-agnostic and comparable accuracy for task-aware. In Table 5.2 we compare
different regularization methods. It is clear that feature distillation works best.
However, adding constraints on parameter space does guarantee generated features
close to real ones. Finally, instead of generating final-layer features, we investigate
how replay works when applied at intermediate layers. Replaying intermediate
features achieves reasonable results compared to replaying features of last layer
(about 2% worse for task-agnostic and only 0.3% worse for task-aware, as shown in
Table 5.3). Note that generating images performs better than generating features
until Block 3, but much worse than generating at deeper layers. In practice, we
would rather generate features at the final layer than at complex intermediate ones.

5.5.2 Continual learning on CUB-200-2011

Here we analyze how our method performs when starting from a model pre-trained
on ImageNet.

Ablation study on fixing different layers. We first evaluate the benefit of fixing the
bottom layers of this pre-trained model. The first row of Table 5.4 shows the results
when all layers are tunable. If we fix the first convolutional layer, the performance
improves for task-agnostic classification, suggesting that fixing some shared layers
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Table 5.4 – Ablation study of fixing parameters of residual blocks on CUB-200-2011
for 4-task scenario.

Task-agnostic Task-aware
T1 T2 T3 T4 Ave T1 T2 T3 T4 Ave

Free 87.9 67.8 61.9 58.9 69.1 87.9 82.9 82.8 82.6 84.0
+Fix Conv 87.9 68.7 62.9 59.6 69.8 87.9 82.7 82.5 83.0 84.0
+Fix Block 1 87.3 67.9 63.3 60.0 69.6 87.3 82.8 82.5 83.2 84.0
+Fix Block 2 86.9 69.2 63.8 60.1 70.0 86.9 83.7 83.3 83.6 84.4
+Fix Block 3 87.5 71.0 65.5 61.2 71.3 87.5 83.9 83.8 83.3 84.6
Fix All 76.5 65.0 60.6 58.0 65.0 76.5 76.5 78.6 79.4 77.8

Table 5.5 – Comparison with other methods on CUB-200-2011 dataset for 4-task
scenario

Task-agnostic Task-aware
T1 T2 T3 T4 Ave T1 T2 T3 T4 Ave

LwF

87.5

65.0 50.1 36.8 59.9

87.5

82.9 78.0 69.0 79.4
EWC 55.2 47.2 34.3 56.1 79.4 77.3 65.9 77.5
MAS 62.5 59.3 54.8 66.0 86.6 84.9 84.7 85.9
Feature Distillation + Gaussian 68.3 63.4 59.4 69.6 83.0 82.7 82.5 83.9
Feature Distillation + GAN 71.0 65.5 61.2 71.3 83.9 83.8 83.3 84.6

could yield improvement. Going forward, fixing different blocks in ResNet shows
that fixing the layers until Block 4 outperforms other variants in the task-aware
setting. The last row shows that by fixing the feature extractor (like FearNet), the
accuracy drops dramatically. This suggests that fine tuning the feature extractor is
good for continual learning. We use the best configuration here to do the following
experiments.

4-task scenario As shown in Table 5.5, our methods with both Gaussian and
GAN replay surpass all other three methods by a large margin in the task-agnostic
setting. However, MAS is slightly better than ours in the task-aware setting by 1.3%.
Considering that MAS is optimized to have better accuracy in this case, our method
performs reasonable good. It is also true that LwF and EWC perform much better in
the case of task-aware setting than in task-agnostic.

5.6 Conclusions

In this chapter, we proposed a novel continual learning framework that combines
gererative feature replay and feature distillation. We showed that it is suitable for
both task-aware and task-agnostic classification, and that it is computationally
efficient and scalable. Our analysis via CCA shows how catastrophic interference
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and forgetting manifest at different layers. Feature distillation seems to benefit
more than probability distillation from regularization at lower depths and therefore
seems to be a more strict constraint that prevents intermediate and lower layers
from changing dramatically. However, the regularization strength term must be
carefully chosen to avoid limiting the ability to learn new tasks. The strength of our
approach relies on the fact that the distribution of high-level features is significantly
simpler than the distribution at the pixel level and therefore can be effectively
trained with simpler generators and limited samples.
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6 Conclusions and Future Work

6.1 Conclusions

Although deep CNNs have achieved superior performance on many computer vison
tasks, it is still challenging for them to generalize well in small domains and to adapt
learned knowledge to new domains without forgetting the previous knowledge. In
this thesis, we aim at improving CNN performance in applications with limited
data and at adapting learned models to new domains. For the first part, in chapter
2 we studied how learning from rankings can be used as a proxy task to leverage
unlabelled data, how rankings can be learned efficiently, and how rankings can
be applied to active learning. Then in chapter 3 we applied our learning from
rankings approach to two different applications: image quality assessment and
crowd counting. In the second part of the thesis, we focused on adapting models
in sequential task learning scenarios. Two methods were proposed to mitigate
catastrophic forgetting, one regularization-based and the other rehearsal-based in
chapters 4 and 5, respectively.

The methods proposed and the results obtained in this thesis are:

• Chapter 2: Self-supervised Learning to Rank. We show how ranking can be
used as a proxy task for some regression problems. As another contribution,
we propose an efficient backpropagation technique for Siamese networks
which prevents the redundant computation introduced by multi-branch
network architecture. Additionally we demonstrate that rankings can be used
as a measurement of importance of the samples to annotate.

• Chapter 3: Applications to Image Quality Assessment and Crowd Counting.
We apply our learning-to-rank framework to two regression problems: image
quality assessment (IQA) and crowd counting. For both we show how to
automatically generate ranked image sets from unlabeled data. Our results
show that networks trained to regress to the ground truth targets for labeled
data and to simultaneously learn to rank unlabeled data obtain significantly
better, state-of-the-art results for both IQA and crowd counting. When we
apply it on active learning, it reduces labeling effort by up to 50% for both
applications.
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• Chapter 4: Rotated Elastic Weight Consolidation for Less Catastrophic For-
getting. One limitations of the popular method Elastic Weight Consolidation
is that the Fisher Information Matrix is assumed to be a diagonal matrix. We
address this limitation and propose to rotate the parameter space in order
to approximately diagonalizes the of the network parameters. Experimental
results on the MNIST, CIFAR-100, CUB-200 and Stanford-40 datasets demon-
strate that we significantly improve the results of standard elastic weight
consolidation, and that we obtain competitive results when compared to
other state-of-the-art in lifelong learning without forgetting.

• Chapter 5: Generative Feature Replay for Task-agnostic Continual Learn-
ing. We split the network in two parts, a feature extractor network and a
classifier network. We visualize and analyze how and where the network
is forgetting, and, based on this analysis, we design a hybrid model which
combines generative feature replay at the classifier level and distillation in
the feature extractor. We show that this effectively mitigates forgetting and is
computationally efficient and scalable.

6.2 Future work

For future work we are interested in extending the idea of learning-to-rank to other
regression problems where ranked images can be easily generated. These fields
include depth estimation where we can use the fact that the depth estimate of a
zoomed-in version of the image (rescaled to the same size) should be less than
the original. Another application could be equipment calibration. For example
MRI machine calibration, which is done after fixed periods to verify the SNR of the
system. The measurement of which is ranked since the system is getting worse
through time.

Moreover, fusing different self-supervised learning methods and supervised
learning applications is a promising field to explore, We believe that self-supervised
learning could largely reduce the labelling cost and improve overall performance.

For continual learning, the task-agnostic setting is more challenging than task-
aware setting. It would be interesting to explore further the way networks train with
unbalanced data, which could connect to few-shot and zero-shot learning. Finally,
self-supervised learning has the nature of self-supervision and forgetting is less
likely to happen. Therefore, self-supervised learning could potentially be applied to
continual learning.
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A An appendix

We synthetically generate a range of distortions from reference images. The types of
distortions generated depend on the target test dataset.

The TID2013 dataset consists of 25 reference images with 3000 distorted images
from 24 different distortion types at 5 degradation levels. Mean Opinion Scores
are in the range [0, 9]. Distortion types include a range of noise, compression, and
transmission artifacts. We generate 17 out of the 24 distortions for training our
networks. For the distortions which we could not generate, we apply fine-tuning
from the network trained from the other ones. The generations details are as follows
(distortions in bold are synthetically generated, while those in normal typeface we
do not generate):

• #01 additive white Gaussian noise: The local variance of the Gaussian noise
added in RGB color space is set to be [0.001, 0.005, 0.01, 0.05].

• #02 additive noise in color components: The local variance of the Gaussian
noise added in the YCbCr color space is set to be [0.0140, 0.0198, 0.0343,
0.0524].

• #03 additive Gaussian spatially correlated noise: there was insufficient detail
in the original TID2013 paper [109] about how spatially correlated noise was
generated and added to reference images.

• #04 masked noise: there was insufficient detail in the original TID2013 pa-
per [109] about how masks were generated.

• #05 high frequency noise: The local variance of the Gaussian noise added
in the Fourier domain is set to be [0.001, 0.005, 0.01, 0.05] after which it is
multiplied by a high-pass filter.

• #06 impulse noise: The local variance of “salt & pepper” noise added in RGB
color space is set to be [0.005, 0.01, 0.05, 0.1].

• #07 quantization noise: The quantization step is set to be [27, 39, 55, 76].
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• #08 Gaussian blur: 2D circularly symmetric Gaussian blur kernels are applied
with standard deviations set to be [1.2, 2.5, 6.5, 15.2].

• #09 image denoising: The local variance of the Gaussian noise added in
RGB color space is [0.001, 0.005, 0.01, 0.05]. Followed by the same denoising
process as in [20].

• #10 JPEG compression: The quality factor that determines the DCT quanti-
zation matrix is set to be [43, 12, 7, 4].

• #11 JPEG2000 compression: The compression ratio is set to be [52, 150, 343,
600].

• #12 JPEG transmission errors: the precise details of how JPEG transmission
errors were introduced was not clear and we were unable to reproduce this
distortion type.

• #13 JPEG2000 transmission errors: the precise details of how JPEG2000 trans-
mission errors were introduced was not clear and we were unable to repro-
duce this distortion type.

• #14 non eccentricity pattern noise: Patches of size 15x15 are randomly
moved to nearby regions [109]. The number of patches is set to [30, 70,
150, 300].

• #15 local blockwise distortion of different intensity: Image patches of 32x32
are replaced by single color value (color block) [109]. The number of color
blocks we distort is set to be [2, 4, 8, 16].

• #16 mean shift: Mean value shifting generated in both directions is set to be:
[-60,-45,-30,-15] and [15, 30, 45, 60].

• #17 contrast change: Contrast change generated in both directions is set to
be: [0.85, 0.7, 0.55, 0.4] and [1.2, 1.4, 1.6, 1.8].

• #18 change of color saturation: The control factor as in TID2013 paper [109]
is set to be: [0.4, 0, -0.4, -0.8].

• #19 multiplicative Gaussian noise: The local variance of the Gaussian noise
added is set to be [0.05, 0.09,0.13, 0.2].

• #20 comfort noise: the authors of [109] used a proprietary encoder unavail-
able to us.
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• #21 lossy compression of noisy images: the authors of [109] used a proprietary
encoder unavailable to us.

• #22 image color quantization with dither: The quantization step is set to be:
[64, 32, 16, 8].

• #23 chromatic aberrations: The mutual shifting of in R and B channels is set
to be [2, 6, 10, 14] and [1, 3, 5, 7], respectively.

• #24 sparse sampling and reconstruction: the authors of [109] used a propri-
etary encoder unavailable to us.
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